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Abstract. Topic modeling is one of the most widely used NLP techniques 

for discovering hidden patterns and latent relationships in text documents. Latent 

Dirichlet Allocation (LDA) is one of the most popular methods in this field. There 

are different approaches to tuning the parameters of LDA models such as Gibbs 

sampling, variational method, or expected propagation. This paper aims to 

compare individual LDA parameter tuning approaches with respect to their 

performance and accuracy on textual data from the financial domain. From our 

results, it can be concluded that for text datasets obtained from financial social 

platforms, stochastic solvers are the most suitable and especially less time 

consuming than approximation methods. 
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1. Introduction 
 

During the last decade, a huge amount of economic or financial textual 

data has been published, which is available online through e-mails, discussion 

forums, social networks, or news. Text documents are considered a pivotal source 

of information delivery through multimedia tools and applications (Shao et al., 

2022). The appropriate use of this textual data can provide valuable information 

and important insight into the research issue (Chen et al., 2017). Finding 

meaningful insights in unstructured text data is difficult if the researcher cannot 

search, process, and classify it correctly and efficiently. Properly processed 

unstructured data in the form of text can be combined and supplemented with 

quantitative data to provide more accurate insights. In the financial literature, the 

vast majority of research in the field of text analysis is devoted to the prediction of 

market movements, most often to the prediction of stock prices. 

One of the common techniques for analysing text documents is to find 

related topics. However, the modeling of topics in the financial field remains a 

relatively unexplored area of textual analysis. Topic modeling ranks among 

unsupervised text document classification approaches. It is the process of 

identifying the themes present and inferring hidden patterns in large volumes of 

text documents. Latent Dirichlet Allocation (LDA for short) is one of the most 

widespread and widely used topic modeling approaches (Aziz et al., 2022). The 

Administrator
Typewritten Text
DOI: 10.24818/18423264/57.1.23.17



 

 

 

 

 

 

Zuzana Janková 

_____________________________________________________________ 

 

268 

key task of topic modeling is for the researcher to use feedback from observed 

words to uncover hidden topics. According to Jelodar et al. (2018) is a highly 

prominent technique for demonstrating discrete data in particular. There are many 

areas of research research in this part of natural language processing, including 

literature (Chen et al., 2020; Chen et al., 2021), software engineering (Agrawal et 

al., 2018), and political science (Jelodar et al., 2018). 

The LDA algorithm iteratively partitions the topics for each document, as 

well as the words of each topic, until it generates the best set of topic and word 

distributions. LDA is capable of processing a large number of documents that 

would have caused unnecessarily high costs in manual coding. The algorithm 

thereby provides a reliable classification of topics, while not requiring 

prespecification of rules or keywords (Huang et al., 2017; Goloshchapova et al., 

2019). 

This paper focuses on modeling topics in the financial domain. The 

challenge of research in the field of finance still remains efficient, fast and accurate 

work in the processing of natural language, especially in a period characterised by 

a dynamic increase in text documents. Therefore, the motivation of the paper is to 

investigate parameter estimation, inference, and training approaches for modeling 

financial topics through LDA. The main objective of the presented paper is to 

provide a comparative analysis of latent Dirichlet allocation in order to compare 

multiple approaches to the estimation of LDA model parameters and evaluate their 

effectiveness for the analysis of a large set of financial reports. This goal is 

approached because of previous research (Sun et al., 2015; Agrawal et al., 2018), 

who commented that topic modeling results can be significantly affected by tuning 

LDA control parameters. Even a small deviation can play a major role in financial 

decision-making. For that reason, the correct tuning of the LDA parameters is 

considered crucial for the correct and especially timely identification of core topics 

discussed on online social networks. Correctly identified topics can fundamentally 

influence subsequent sentiment analysis and determine the influence and direction 

of financial market development. The main contributions of the presented research 

can be summarised as follows: (i) a review of scholarly articles on topic modeling 

in the field of finance to discover development trends in the field and provide an 

intellectual basis for LDA-based topic modeling; (ii) a summary of the current 

challenges of thematic modeling of textual documents in the research area; (iii) 

application of different LDA model parameter estimation approaches to a financial 

data set; (iv) comparison of these selected LDA approaches in terms of 

performance and effectiveness. 

The paper is structured as follows. Section 2 provides a theoretical 

background synthesising the outputs of modeling topics in finance. Section 3 

describes LDA methods including model parameter tuning approaches. Section 4 

provides the outputs of the practical application of the above methods and their 

comparison in terms of performance. Section 5 then discusses the outputs and 

describes the conclusions drawn. 
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2. Literature review 

 

Most of the research is mainly focused on the role of sentiment analysis in 

predicting stock returns and stock market volatility. However, topics discussed in 

financial reports may contain no less important information (Hájek and Baruska, 

2018). Topic modeling makes it possible to find vocabulary associated with the 

topic of a text corpus and to capture the semantic relationship across documents. 

The paper is focused on the LDA algorithm, which according to Blei et al. (2003) 

is one of the most popular topic models. Recently, several researches and studies 

dealing with topic modeling in text processing have been proposed in many 

economically oriented fields, such as customer reviews (Korfiatis et al., 2019), 

banking sector (Chen et al., 2017), consumer complaints of financial services ( 

Bastani et al., 2019). Research focused on the financial market is particularly 

relevant for this paper, as the subject of interest is financial reports. Recent studies 

related to the subject matter are discussed below. 

Ploessel et al. (2021) analysed real estate topics and then used a dictionary-

based approach to determine the tone of coverage of a specific topic and analysed 

the impact on the real estate market. Feuerriegel and Pröllochs (2021) examined 

the influence of different themes generated through LDA from regulatory 8-K 

filings from the US companies on share prices, or stock market reaction. Edison 

and Carcel (2021) applied LDA to reveal the evolution of various topics discussed 

by members of the U.S. Federal Open Market Committee (FOMC). Goloshchapova 

et al. (2019) modeled themes from Corporate Social Responsibility reports for 

MSCI Europe stock index companies. On the basis of topic modeling, they 

identified the sectoral bias of companies. The most recent study by Balaneji and 

Maringer (2022) looked at the combination of themes and sentiment scores 

extracted from financial news and its effect on predicting the evolution of the 

implied volatility index. Their results show that adding a topic model has a positive 

effect on model accuracy. Larsen and Thorsrud (2022) investigated the causal and 

predictive role of news topics and asset prices. Their research findings show that 

news published online has a significant and potentially profitable predictive power 

of asset returns. According to the authors, there is a significant drop in the prices of 

the assets of companies that are very often mentioned and discussed in the news. 

According to the results of Chen et al. (2017) thematic modeling is an effective 

tool for financial decision-making. Morimoto and Kawasaki (2017) add that 

incorporating topics using a dynamic model can contribute to improving the 

prediction of volatility in financial markets. Similar results can be found in the 

work of Kanungsukkasem and Leelanupab (2019). 

It follows from the conducted literature research that the area of this 

interest is not sufficiently covered. Moreover, the number of publications dealing 

with modeling topics in financial markets is insufficient. To the best knowledge of 

the authors of this paper, methods for estimating topic modeling parameters via 
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LDA have not been explored in this field. For that reason, it is necessary to pay 

more attention to the modeling of topics in the financial markets, because 

according to Chen et al. (2018) one of the most challenging problems in topic-

based sentiment analysis is how to get relevant topics, especially in the financial 

market. Identified topics can be used for semantic computing and behavioural 

financial research. 

 
3. Topic Modelling via Latent Dirichlet Allocation 

 

To model topics, probabilistic topic models such as Latent Semantic 

Analysis (pLSA) and Latent Dirichlet Allocation (LDA) were developed by Blei et 

al. (2003). The principle of these models is based on the assumption that they 

model a document as a mixture of hidden (latent) topics. Individual topics are 

defined by the probabilistic distribution of words in the vocabulary. 
 

3.1. Latent Dirichlet Allocation 

LDA is a generative statistical model to explain why some data are similar. 

First, the number of searched topics is defined in advance, and then the Feuerriegel 

and Pröllochs (2021) topic is selected based on the highest probability with respect 

to a specific set of words. Two probability distributions are examined to find LDA 

model topics: 

 

 𝛼 = 𝑃(𝑡|𝑑), indicating the probability of topic t in the document d; 

 𝛽 = 𝑃(𝑤|𝑡), indicating the probability of the word w in the topic t. 

 

Blei et al. (2003) and Blei (2012) describe this two-phase process in more 

detail as follows: 

1. For each text document d in corpus C, topics 𝜃𝑑 are randomly 

distributed, where 𝜃𝑑,𝑘indicates the proportion of the number of topics 

k in document d. The random variable 𝜃𝑑   follows the Dirichlet 

probability distribution with α given by the relation: 

𝜃𝑑~𝐷𝑖𝑟(𝛼), 𝛼 = (𝛼1, 𝛼2, … , 𝛼𝑁) 

2. Words are assigned to topics in such a way that word n is selected 

from document d for the selected topic 𝑡𝑑,𝑛 from 𝜃𝑑. Subsequently, 

words are 𝑤𝑑,𝑛 selected across a fixed dictionary, which is conditional 

on the selected topic 𝑡𝑑,𝑛. The distribution is given by the relation 

𝛽𝑘~𝐷𝑖𝑟(𝜂) with prior 𝜂. 
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The uniform probability is given by: 

𝑃(𝜃, 𝛽, 𝑤, 𝑡) =  ∏ 𝑃(𝜃𝑑|𝛼) ∏ 𝑃(𝛽𝑘|𝜂)

𝐾

𝑘=1

𝐷

𝑑=1

∏ 𝑃(𝑡𝑑,𝑛|𝜃𝑑)

𝑁

𝑛=1

𝑃(𝑤𝑑,𝑛|𝑡𝑑,𝑛) 

However, it is not possible to directly maximise the likelihood, since topics 

cannot be observed, only documents. 

𝑃(𝜃, 𝛽, 𝑡|𝑤, 𝛼, 𝜂) =
𝑃(𝜃, 𝛽, 𝑤, 𝑡|𝑤, 𝛼, 𝜂)

𝑃(𝑤|𝛼, 𝜂)
 

The problem is with the denominator of the fraction, because there is a 

dependency between 𝛽 and 𝜃. Thus, LDA uses approximate inference techniques. 

It is necessary to choose the Dirichlet priors 𝛼 and 𝜂, as they determine the 

distribution between the document and the topic; and topic and word. 

In a subsequent step, LDA assigns a topic name identifier to each extracted 

topic. According to Feuerriegel and Pröllochs (2021), a list of the three to thirty 

most likely words in the given topic is examined for correct identification. 

 

3.2. LDA parameter estimation, inference and training 

There are multiple methods for estimating topic modeling parameters via LDA. 

Among the most widespread are Gibbs sampling (Griffiths and Steyvers, 2004), 

variational method (Blei and Jordan, 2003), or expected propagation (Minka and 

Lafferty, 2002). 

 The Gibbs sampling is based on the Monte Carlo Markov-chain algorithm. 

It is a powerful technique based on statistical inference in which the 

conditional distribution of each variable can be efficiently calculated. 

 The expected propagation is used to estimate the parameters of graphical 

models. It is based on finding the maximum likelihood of estimating model 

parameters that are dependent on some variables. 

 The variational method is a extension of the aforementioned expected 

propagation based on a parametric approximation to the posterior 

distribution and optimises the fit (Jelodar et al., 2018). 
 
 

4. Data and Methodology 

In the following section, the text data source as well as the preprocessing 

method and processing process of topic modeling through LDA are introduced. 

The software MATLAB 2021a, Text Analytics Toolbox, and Parallel Computing 

Toolbox are used for the calculation. 
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4.1. Corpus extraction 

For the purpose of this paper, the social platform StockTwits was chosen. 

Stocktwits is the largest social network for investors and traders, with over five 

million community members and millions of monthly visitors. As the definitive 

voice of "social finance", Stocktwits is the best way to find out what is happening 

in the markets right now. Due to the real-time nature of StockTwits, it offers an 

ideal source of public data. An extensive dataset is freely available from Jaggi et al. 

(2021). The StockTwits dataset has nearly 6.4 million records spread over ten 

years. 

4.2. Corpus pre-processing 

The first step in topic modeling is the pre-processing of the text corpus. 

The data preprocessing stage is an important stage in the text data mining and 

processing process. This step aims to remove irrelevant terms that occur in the 

source documents. Text documents are first (1) tokenised into a collection of 

individual tokens. Subsequently, (2) stop words that provide no significant context 

are removed. To reduce the dimensionality of the documents, words that are too 

long with 15 or more characters or words that are too short with 2 characters or less 

are also (3) removed. Furthermore, (4) normalisation, more precisely, 

lemmatisation, is used. This means that the suffixes and prefixes of the words are 

removed for the obtained root words. A summary of these preprocessing tasks is 

shown in Fig.1. 

Preprocessing plays a vital role in the natural language processing process, 

as it reduces noise in the data, which can significantly affect the performance of 

LD. In addition to noise, there are also several redundant and meaningless words in 

text documents that unnecessarily increase the dimensionality of the text and are 

removed. Thus, the classification accuracy can be improved by the appropriate 

selection of preprocessing techniques. 

The pre-processed textual content is then transformed into numerical 

feature vectors using the TF-IDF approach, which gives more weight to feature 

expressions. For a more fine-grained analysis, we extracted BoW and N-gram 

features from the corpus. Specifically, each occurring sequence of words of length 

"1", "2", and "3" is extracted from the tweets to create a dictionary of words and 

phrases. Some simple statistical analysis shows that the corpus shows a number of 

terms that are too frequent and indicate certain aspects related to market activities 

such as "buy", or the amplification of the call to a buying investment strategy with 

the trigrams "buy, buy, buy". While BoW indicates individual activities on the 

market without an obvious and unambiguous connection, N-grams give context to, 

for example, a specific company "tesla, short", "aapl, new, article" or an important 

personality "elon musk". The same analysis can be performed for other companies, 

i.e., the entire stock market.  
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Figure 1. The process of setting up the LDA model 
 

 
 

5. Empirical Findings 

The Latent Dirichlet Allocation (LDA) semantic model is used in the 

classification of text data. The latter falls under the category of machine learning 

without a teacher. This means that it only needs the data, the number of topics 

parameter, and the model identifies the appropriate number of topics in the data by 

itself. It is a straightforward, albeit relatively computationally demanding task. To 

test the function of the LDA algorithm, documents divided into two corpora 

intended for training the model and for comparing the trained model are used. Each 

corpus consists of already pre-processed words. 

5.1. Selection of the number of topics 

The following part of the paper shows how to decide on an appropriate 

number of topics for the LDA model. To choose an appropriate number of topics, it 
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is convenient to compare different LDA models with different numbers of topics. 

The suitability of the LDA model can be evaluated using the perplexity of text 

documents. Perplexity expresses the suitability of the model with respect to the 

selected text document. The lower the value, the better the model fit. The goal is to 

select several topics that minimise the perplexity of the model. To evaluate the 

trade-off between these two effects, both accuracy and computation time are 

calculated. Approximation methods are used in LDA to select the correct number 

of topics. A comparison of the performance of these methods for textual data using 

the BoW textual representation is shown in Figure 2 indicating the degree of 

perplexity, resp. 3 showing the elapsed time.  

 
Figure 2. Comparison of approximation methods according to perplexity 

 

 
Figure 3. Comparison of approximation methods by time 
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The most commonly used methods that are compared include variational 

methods and Gibbs sampling. For large data sets, the approximation via stochastic 

variational Bayes is most appropriate. As can be seen from the pictures, it is less 

accurate in terms of the perplexity indicator, but the most time efficient. Stacked 

Gibbs sampling shows a slight improvement in accuracy, however, the highest time 

consumption. The approximation variational Bayes achieved the most accurate 

results, but with the increasing number of topics, the calculation time increases 

sharply. Packed variational Bayes is more accurate than approximate Bayes, but at 

the cost of taking longer to run. 

As mentioned above, the stochastic solver is most suitable for large data 

sets and especially the least time-consuming than approximation methods. For that 

reason, the evaluation of different textual representations is carried out by means of 

stochastic variational Bayes. Perplexity normalisation was performed for 

visualisation. According to Figures 4 and 5, Trigram shows the lowest error rate for 

0-20 topics, but the calculation time increases fundamentally with the increasing 

number of topics. Bigram, which is less accurate and more time-consuming than 

Trigram, also shows similar results. In the case where more than 20 topics are 

determined in the corpus, overfitting occurs, and the model begins to deteriorate. 

As for BoW, from 40 or more topics, it shows the lowest perplexity and, moreover, 

a fundamental change in computational complexity is noticeable. It can be 

concluded that setting the model with 20 topics can be a good choice for N-grams, 

while for the BoW text representation, setting the number of topics in a document 

to 40-60 seems appropriate. However, human judgment is still required as to 

exactly how many topics to use. 

 

 
 

Figure 4. Comparison of BoW, N-gram by perplexity 



 

 

 

 

 

 

Zuzana Janková 

_____________________________________________________________ 

 

276 

 
 

Figure 5. Comparison of BoW and N-gram by time 

 

However, it should be noted that the entire calculation process took several 

hours. Especially when calculating the other methods, with the exception of 

stochastic approximation variational Bayes, there was a noticeable increase in the 

time required for the calculations. The computational complexity was further 

increased with the use of Bigrams and Trigrams. In addition, the Parallel 

Computing Toolbox and MATLAB Parallel Server were also used for the 

calculation, allowing to solve demanding mathematical tasks in the environment of 

multiprocessor stations, GPUs, and computer clusters, but without significantly 

speeding up the calculation. Exactly how the number of documents, topics, and 

words contributes to the time cost and working memory requirements of fitting a 

topic model should be the subject of future research. 

5.2. Fitting the LDA model 

The LDA model is a topic model that discovers underlying topics in a 

collection of documents and infers the probabilities of words in the topics. 

According to the previous section, a stochastic approximation variational Bayesian 

solver is chosen for the extension of the LDA model, because, as was illustrated, it 

is usually more suitable especially in terms of computational complexity. For 

example, considering Figure 4, a break in the curve is considered a signal for an 

appropriate number of topics. Here, the break corresponds optimally to the choice 

of 20 topics. Due to semantic association, the most likely words for each topic are 

derived. Such a semantic relationship, which is defined as a rough association of 

words, does not necessarily correspond to linguistic theories, but must also be 

comprehensible to human judgment. However, it is difficult for humans to 
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distinguish between optimal and nonoptimal topics. A sample of topics according 

to the textual representation of BoW is given in Table 1, while the number of 

words generated for each topic is set to 5. The distribution of topics according to 

the textual representation of bigrams and trigrams is given in the Appendix. 

Table 1. Word distribution for each topic via Bow 
Topic  

1 

Topic  

2 

Topic  

3 

Topic 

4 

Topic  

5 

Topic  

6 

Topic 

7 

Topic 

8 

Topic 

9 

Topic 

10 

against new source china coronavirus billion share job back finance 

0.025 0.039 0.053 0.119 0.026 0.023 0.035 0.038 0.016 0.034 

court amazon exclusive trade job apple sale plan johnson ceo 

0.025 0.018 0.042 0.118 0.019 0.020 0.026 0.036 0.015 0.033 

fund uber billion trump british sell tesla cut claim chief 

0.024 0.017 0.033 0.082 0.017 0.019 0.025 0.031 0.013 0.024 

billion tax million tariff firm firm growth bank call nil 

0.023 0.015 0.031 0.054 0.015 0.016 0.024 0.021 0.011 0.021 

saudi launch pay deal industry well see store bill pratley 

0.022 0.014 0.021 0.050 0.014 0.016 0.024 0.017 0.010 0.021 

Topic 

11 

Topic  

12 

Topic  

13 

Topic 

14 

Topic 

15 

Topic 

16 

Topic  

17 

Topic 

18 

Topic 

19 

Topic 

20 

facebook rate business oil car profit cramers street boeing cramer 

0.026 0.040 0.087 0.082 0.033 0.050 0.037 0.061 0.053 0.087 

datum brexit brexit price nissan share round wall airline stock 

0.021 0.024 0.047 0.049 0.019 0.038 0.030 0.053 0.044 0.073 

project economy live rise new sale bank high max market 

0.019 0.023 0.042 0.034 0.019 0.036 0.028 0.044 0.037 0.056 

business fed coronavirus cut electric hit lightning record 737 jim 

0.019 0.022 0.034 0.030 0.018 0.018 0.027 0.021 0.036 0.030 

regulator bank happen fall ceo forecast buy stock airbus investor 

0.014 0.021 0.032 0.021 0.017 0.018 0.021 0.021 0.026 0.026 

From a human judgment point of view, it can be argued that there is a 

certain redundancy of words between topics and, as a result, a lack of homogeneity 

in the content of topics. Intuitively, selecting a combination with too many topics 

could generate topics that are too specific and redundant, while selecting fewer 

topics based on larger corpus blocks will make the topics too broad and diverse. 

 

4. Conclusions 

 

The paper dealt with the application and comparison of different 

approaches to tuning the parameters of Latent Dirichlet Allocation (LDA) models 

on a financial text set. Several LDA models applying Gibbs sampling, variational 

method, or expected propagation were created, and their performance was 

monitored. The default LDA shows significant instability in the number of 

generated topics, so it is necessary to focus on the correct tuning of the LDA 
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model. From our experimental results, it follows that for large data sets, in terms of 

accuracy and time-consuming, the most appropriate approximation is by means of 

stochastic variational Bayes. The packed Gibbs sampling shows the highest time 

consumption. The packed variational Bayes is indeed more accurate than the 

approximation variant of Bayes, but at the price that its computational complexity 

is higher. From the above, it can be concluded that for text datasets obtained from 

financial social platforms, stochastic solvers are the most suitable and especially 

less time-consuming than approximation methods. 

Bag-of-Words, Bigram and Trigram were investigated in terms of methods 

of transforming text into data structures. The trigram shows the lowest error rate, 

but the computation time increases substantially as the number of topics increases. 

Similar results are shown by Bigram, which is less accurate and even more time-

consuming than Trigram. BoW shows the lowest perplexity, and, moreover, a 

fundamental change in computational complexity is evident. Thus, from the point 

of view of transformation methods, taking performance into account appears to be 

a suitable BoW method for the financial domain. 

Based on the themes generated, it can be argued that there is some 

redundancy between themes due to a lack of homogeneity in their content. 

Combinations with a large number of topics generate topics that are too specific 

and redundant. Selecting a lower number of topics will cause too broad and diverse 

topics to be generated. 
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Appendix 1. Word distribution for each topic via Bigram 
 

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 

cramer remix 

small 

business deutsche bank 

cramer 

remix 

cramers 

lightning hong kong 

box office saudi aramco week ahead 

selfdriving 

car 

lightning 

round elon musk 

land rover white house take five pay million 

climate 

change retail sale 

coronavirus 

crisis billion deal trump tariff china zte new york 

second 

quarter 

jaguar land well fargo financial crisis 

million 

euro british airway share plunge 

Topic 7 Topic 8 Topic 9 Topic 10 Topic 11 Topic 12 

737 max thomas cook 
stock 
market business live due coronavirus trade deal 

boeing 737 new york jim cramer first time share fall china trade 

wall street job risk first quarter trade war aston martin trade talk 

economics 
viewpoint guardian view high street wall street fossil fuel trade war 

white house brief letter five year step down house fraser hong kong 

Topic 13 Topic 14 Topic 15 Topic 16 Topic 17 Topic 18 

fiat chrysler business live rate cut project syndicate nil pratley 

amid 

coronavirus 

next year nodeal brexit 

instant 

view 

syndicate 

economist 

pratley 

finance trade war 

business 
leader house price 

federal 
reserve wall street 

business 
live fiat chrysler 

central bank oil price share fall donald trump record high electric vehicle 

trade tension guardian view two year carlos ghosn wall street stock rally 

Topic 19 Topic 20 

observer 

business jim cramer 

business 

agenda business live 

wall street bank england 

long read wall street 

trade tension trade war 
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Appendix 2. Word distribution for each topic via Trigram 
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