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FORECASTING VOLATILITY WITH SIMPLE LINEAR 
REGRESSION AND ORDERED WEIGHTED AVERAGE 
OPERATORS 
 

Abstract. Estimating and forecasting volatility is an important issue for 
financial decision-makers. Therefore, it is important to build models that adapt to 
the current characteristics of the time series. The ordered weighted average (OWA) 
has some extensions that provide interesting ways to adapt to these characteristics. 
This work proposes a new application that uses the simple linear regression (LR) 
and OWA operators in the same formulation. We use the heavy ordered weighted 
average (HOWA), the prioritized ordered weighted average (PrOWA), the 
probabilistic ordered weighted average (POWA) and their combinations with 
induced cooperators. The main idea in linear regression with OWA operator is to 
obtain an estimate and forecast that can be adaptable to situations of uncertainty 
and information known to the decision maker. The work analyzes the applicability 
of this new approach in a problem regarding exchange rate volatility forecasting, 
where the operators that we can use in high or low seasons are located and thus 
generate ranges. 
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1. Introduction 
The vulnerability of financial markets can be measured by price volatility 

(Markowitz, 1952; Jiang & Liu, 2016). Therefore, forecasting and estimating 
volatility has become the subject of study in financial instruments such as the stock 
market (Kim & Won, 2018), gold price (Chen & Xu, 2019) and exchange rate 
(Christou, 2018).  

One of the most well-known approaches to generating a simple equation 
between parameters is simple linear regression. This method can often derive 
results which match, to a useful approximation, those found in the real world (Roni 
et al., 2019). A linear regression estimator frequently used for its simplicity and 
functionality is the ordinary least squares (OLS) (Stone and Brooks, 1990; Huang, 
2017).  

However, the data in some areas could be large and complex, which 
hinders the operation of the linear regression and the OLS estimator. Therefore, 
several proposals have been made to use fuzzy logic to forecast in an uncertain 
environment, in multiple regression analysis (Jung et al., 2015) or the least-squares 
method (Hose & Hanss, 2019). To improve the forecast with linear regression and 
the process of estimation with ordinary least squares, this work proposes the use of 
the operator of the weighted ordered average (OWA) (Yager, 1988) to create new 
estimators that contemplate nonlinearity and high degrees of uncertainty. 

The OWA operator (Yager, 1988) is a method that considers an 
aggregation process, providing the maximum, the minimum, and the average. In 
addition, it has some extensions that provide a better solution for handling complex 
and uncertain data; the Heavy Ordered Weighted Averaging HOWA (Yager, 
2002), the prioritized OWA (PrOWA) (Yager, 2008), The probabilistic ordered 
weighted averaging POWA operator (Merigó, 2009), the prioritized induced heavy 
OWA (PIHOWA) PIHOWA (León-Castro et al., 2021) and the prioritized induced 
probabilistic OWA (PIPOWA) (Perez-Arellano et al., 2021). Since its introduction, 
OWA operators have been successfully applicated forecasting exchange rate 
(León-Castro et al., 2016), business administration (Vigier et al., 2017), and 
portfolio selection (Zhang & Zhang, 2004), among others.  

The paper presents a new operator using some extensions of the OWA 
operator in calculating the parameters in linear regression; these are called: LR-
HOWA, LR-PrOWA, LR-POWA, LR-PIHOWA and LR-PIPOWA. The main idea 
is to obtain a linear model which can be estimated according to the decision 
maker's degree of optimism or pessimism. Moreover, the new proposals can 
capture probabilistic and diffuse information in a single formulation, using two or 
more group decision-making problems with a weighting vector greater than one. 
This feature allows us to work with different degrees of uncertainty and model 
complex variables. The proposed estimators forecast the Mexican peso-US dollar 
exchange rate volatility. With the results, the ranking changes can be analyzed 
according to additional information provided. 
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This work is organized as follows: Section 2 reviews some basic 
preliminaries regarding linear regression, OWA operators and some of its 
extensions. Section 3 presents different propositions of the simple linear regression 
with OWA operator extensions. Section 4 develops an application of the new 
framework in analyzing volatility exchange rate forecasting between USD and 
MXN. Finally, the conclusions summarize the main findings of the paper. 

2. Preliminaries 
This section presents the main definitions that will be used to generate the 

LR-HOWA, LR-PrOWA, LR-POWA, LR-PIHOWA and LR-PIPOWA. The main 
idea is to include different weighting vectors in the traditional Linear Regression 
formulations; this will allow further analysis of the historical data by having the 
weighting vector and the reordering step that are the main components of the OWA 
operator. Furthermore, with these additional steps in the LR formulation, the 
decision maker's expectation, knowledge and aptitude will be included in the result. 

2.1 Linear regression  
The purpose of linear regression is to explain the variation of a dependent 

variable in terms of the interpretation of explanatory variables in a linear function 
(Seber & Lee, 2003). To perform it, a functional relationship between the variables 
must be postulated. It is defined as follows: 

Definition 1. Is a simple regression when given a set of variables (ݔ௞,  ,(௞ݕ
where a function 	 ఏ݂: ܴ௡ → ܴ, parameterized by a parameter vector ߠ = ߙ +  . ߚ
Simple linear regression model is developed as: 										ݕ௝ = ߙ +  ௝,                                                     (1)ݔߚ

where ݕ௝ is the dependent variable and ݔ௝ is the independent variable. 
Some assumptions about the given data bound the linear regression; the values of 
the unobserved error term are mutually independent and identically distributed. It is 
also assumed that the relationship between variables is crisp (Peters, 1994) 

The most popular method to estimate the vector ߠ is Ordinary least squares 
(OLS) (Gujarati & Porter, 2009). The OLS seeks to minimize (ߠ)ܨ =∑ ௞௄௄ୀଵݓ ൫ݎ௞(ߠ)൯ଶ. The values α and β that minimizes the previous expression are 
calculated as follows: ߚ = ஼௢௩(௫,௬)௩௔௥(௫) = ∑ (௫ೖି௫̅)(௬ೖି௬ത)ೖೖసభ∑ (௫ೖି௫̅)మೖೖసభ ,                                    (2) 

ߙ							  = തݕ −  (3)                                                             ,ݔ̅ߚ
where ̅ݔ and ݕത are the averages in the sets ݔ௞,  ߚ ௞ Respectively. Note thatݕ

could be estimated with variance and covariance. 
As can be seen, the LR formulation uses averages in both the variance and 

the covariance; in this sense, it is assumed that from the whole set of data, all the 
values/attributes has the same importance in the average (1/n). Still, sometimes it 
would be possible to assume that some information impacts the results more than 
others. Because of that, it is possible to generate a variance using a weighted 
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average or more complex results by utilizing a reordering step. These ideas are 
important because it is possible to create new scenarios that usually cannot be 
obtained by the traditional formulations. With these, the decision maker's 
expectations, knowledge and aptitude for the results can be included. 

2.2 OWA operator and its extensions  
The OWA operator (Yager, 1988) belongs to a parameterized family of 

aggregation operators. This offers values as the maximum, minimum, and 
arithmetic mean. The main idea of the reordering step between the arguments and 
the weighting vector allows It is defined as follows: 

Definition 2. An OWA operator with dimension n is a model ܱܹܣ:	ܴ௡ →ܴ characterized by an n dimensional vector	ܹ = 	 ,ଵݓ] ,ଶݓ . . ,  ௡]், called theݓ
weighting vector, such that its components lie in the unit interval and sum to one, ݓ௜ ∈ [0,1] and ∑ ௜ݓ = ଵݓ ௡ݓ+⋯+ = 1௡௜ୀଵ , then: ܱܹܣ(ܽଵ, ܽଶ, … , ܽ௡) = ∑ ௝ݓ ௝ܾ௡௝ୀଵ ,                            (4) 

where ௝ܾ is the jth largest in ܽଵ, ܽଶ, . . , ܽ௡.  
Also, some of the most used extensions of the OWA operator will be 

described. The first is the induced OWA (IOWA) operator (Yager & Filev, 1999). 
The main advantage of IOWA operator is the reordering step with order-inducing 
variables using tuples (ݒ௜, ܽ௜). The IOWA operator can work with complex 
variables in modelling. It can be defined as follows: 

Definition 3. An IOWA operator of dimension n is a mapping ܣܹܱܫ:	ܴ௡ → ܴ with an associated weights vector ܹ =	 ,ଵݓ] ,ଶݓ . . , ௜ݓ ௡]் whereݓ =∈ [0,1] and ∑ ௜ݓ = 1௡௜ୀଵ , then:  ݑ〉)ܣܹܱܫଵ, ܽଵ〉〈ݑଶ, ܽଶ〉, … , ,௡ݑ〉 ܽ௡〉) = ∑ ௝ݓ ௝ܾ௡௝ୀଵ ,      (5) 
where ௝ܾ is the ܽ௜ value of the OWA pair 〈ݑ௜, ܽ௜〉 having the jth largest ݑ௜. 

The variable ݑ௜ is the order inducing variable, and ܽ௜ is the argument variable. 
The second extension will be presented based on the idea that the 

weighting vector is not bounded to 1. In this sense, the heavy OWA (HOWA) 
operator (Yager, 2002) lets the decision maker over or underestimate the results 
based on a weighting vector that theoretically can range from  −∞ to ∞. The 
definition proposed is the following. 

Definition 4. A HOWA operator is a mapping ܣܹܱܪ:ܴ௡ → ܴ, associated 
with a weight vector  ܹ =	 ,ଵݓ] ,ଶݓ . . , ௡]்such that 0ݓ ≤ ௝ݓ ≤ 1 and 1 ≤∑ ௝ݓ ≤ ݊௡௝ୀଵ , so that: ܣܹܱܪ	(ܽଵ, ܽଶ, … , ܽ௡) = ∑ ௝ݓ ௝ܾ௡௝ୀଵ ,                             (6) 

where ௝ܾ is the jth largest value of the collection ܽ௜. An important element 
to consider with the HOWA operator presented by Yager (2002) is the beta value 
of the vector W. The beta value is defined as ߚ(ܹ) = (|ܹ| − 1)/(݊ − 1). Since |ܹ| ∈ [1, ݊], it follows that ߚ ∈ [0,1]. That is why if ߚ = 1 the total operator is 
obtained and if ߚ = 0 the usual moving average is obtained.  
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The third extension analyzed in the paper is the prioritized OWA (PrOWA) 
operator (Yager, 2008), an operator for group decision-making. The main idea of 
PrOWA is that in group decision making not all the members have the same 
importance in the results. Because of that, their opinions should not be considered 
equally. The formulation can be as follows. 

Definition 5. A PrOWA operator is a mapping ܲܣܹܱݎ: [0,1]௡ → [0,1], 
associated with a weight vector ܹ	such that ݓ௜ =∈ [0,1] and ∑ ௜ݓ = 1	௡௜ୀଵ . 
Additionally,  assume a collection of criteria partitioned into q categories, ܪଵ,ܪଶ, … , ௜ܪ ௤ thenܪ = ,௜ଵܥ} ,௜ଶܥ … ,  .௜௡} denotes the criteria of the ith categoryܥ
The formula is as follows: ܲܣܹܱݎ(൫ܽଵଵ, … , ܽଵ௡భ൯, … , ቀܽ௤ଵ, … , ܽ௤௡೜ቁ)=෍ቌ෍ݓ௜௝ܥ௜௝ ௝ܾ(ݔ)௡೔

௛ୀଵ ቍ ,௤
௜ୀଵ  (7) 

where ݓ௜௝ is the corresponding weight of the jth criteria in the ith category, ݅ = 1,… , ,ݍ ݆ = 1,… , ݅௜.  ܺ = …,ଵݔ} ,   .௠} is the set of alternativesݔ
Finally, the probabilistic OWA (POWA) operator was introduced by 

Merigó (2009) as an extension of the OWA operator for situations where exist 
probability information. It provides a complete representation of reality because it 
unifies the probabilities and the OWA operators, considering the degree of 
importance of each case in the aggregation process. The definition is as follows: 

Definition 6. A POWA operator of dimension n is a mapping ܱܹܲܣ:	ܴ௡ → ܴ that has an associated weights vector ܹ =	 ,ଵݓ] ,ଶݓ . . ,  ்[௡ݓ
where 0 ≤ ௜ݓ ≤ 0 and ∑ ௜ݓ = 1௡௜ୀଵ . Additionally, consider an associated 
probability  ݒ௜ with ∑ ௜ݒ = 1௡௜ୀଵ  and ݒ௜ ∈ [0,1],  then: ܱܹܲܣ(ܽଵ, ܽଶ, … , ܽ௡) =෍݌ఫෝ௡

௝ୀଵ ௝ܾ (8) 

where ௝ܾ is the jth element of the largest of the collection ܽଵܽଶ, … , ܽ௡, 
where each argument ܽ௜ is associated with a probability ݌௜, where ∑ ௜݌ = 1௡௜ୀଵ  and ݌௜ ∈ ௝̂݌,[0,1] = ௝ݓߚ + (1 − ߚ ௝ with݌(ߚ ∈ [0,1], and ݌௝ is the probability of ݌௜ 
ordered according to ௝ܾ, according to the jth largest element of ܽ௜. Additionally, if ߚ = 0, the PA operator is obtained, and if ߚ = 1, the OWA operator is obtained. 

Also, more complex extensions of the OWA operator combining different 
characteristics of different formulations into one have been done. In this paper, 
there is an emphasis on the following. An extension OWA that combines PrOWA, 
IOWA and HOWA operators is the prioritized induced heavy OWA (PIHOWA) 
proposed by León-Castro et al. (2021). The main characteristic of the PIHOWA 
operator is that it captures in one operator the prioritization of criteria and order 
with complex variables where the vector of weights can be greater than one. The 
formula can be defined as follows: 
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Definition 7. A PIHOWA operator of dimension n is a mapping ܲܣܹܱܪܫ:	ܴ௡ → ܴ  with an associated weight vector w, where 0 ≤ ௝ݓ ≤ 1 and 1 ≤ ∑ w୨ ≤ n୬୨ୀଵ , then: ܲܣܹܱܪܫቀ൫〈ݑଵଵܽଵଵ〉, … , ,൯〈ଵ௡భܽଵ௡భݑ〉 … , ቀ〈ݑ௤ଵܽ௤ଵ〉, … , ቁቁ=෍෍〈௤௡೜ܽ௤௡೜ݑ〉 ௝ܾݒො௜௝ܥ௜௝(ݔ),௡೔
௛ୀଵ

௤
௜ୀଵ  (9) 

where ௝ܾ is the jth element that has the largest value of ݑ௜, ݑ௜ is the induced 
order of variables, ݒො௜௝ is the corresponding weight of the jth criteria in the ith 
category, ݅ = 1,… , ,ݍ ݆ = 1,… , ݅௜ and ܥ௜௝(ݔ) measures the satisfaction of the jth 
criteria in the ith group by alternative	ݔ ∈ ܺ, for each ݅ = 1,… , ,ݍ ݆ = 1,… , ݅௜.  

Another extension is the prioritized induced probabilistic OWA (PIPOWA) 
operator (Perez-Arellano et al. 2019) combines IOWA, POWA and PrOWA 
operators in the same formulation. The PIPOWA operator uses prioritized criteria, 
inducing variables ݑ௜ and probabilistic data. The definition is as follows: 

Definition 8. A PIPOWA operator of dimension n is a mapping ܣܹܱܲܫ:ܴ௡xܴ௡ → ܴ that has an associated weight vector w of dimension ݊ where ݓ௝ ∈ [0,1] and ∑ ௝ݓ = 1௡௝ୀଵ , so that  ܲݑ〉)ܣܹܱܲܫଵ, ܽଵ〉, ,ଶݑ〉 ܽଶ〉, … , ,௡ݑ〉 ܽ௡〉) =෍෍ ௝ܾݒො௜௝ܥ௜௝(ݔ)௡೔
௛ୀଵ

௤
௜ୀଵ , (10) 

where ௝ܾ is the jth element that has the largest value of ݑ௧. ݑ௧ is the 
induced order of variables, ݒො௜௝ is the corresponding weight of the jth criteria in the 
ith category, ݅ = 1, … , ,ݍ ݆ = 1,… , ݅௜, and ܥ௜௝(ݔ) measures the satisfaction of the jth 
criteria in the ith group by alternative	ݔ ∈ ܺ, for each ݅ = 1,… , ,ݍ ݆ = 1,… , ݅௜. 
Additionally, each element has an associated probability ݌௜ with ∑ ௜݌ = 1௡௜ୀଵ  and ݌௜ ∈ ො௝ݒ,[0,1] = ௝ݓߚ + (1 − ߚ ௝, where݌(ߚ ∈ [0,1] and ݌௝ is the probability of ݌௜. 

3. Propositions of simple linear regression with different OWA  
   operator extensions 
Different extensions of the linear regression formulation can be done using 

OWA operator and its extensions. This paper uses new formulations based on the 
operators defined in section 2. The first one will be the linear regression HOWA 
(LR-HOWA) operator. The main characteristic of the LR-HOWA operator is that 
the weighting vector can be unbounded and provide an under or overestimated 
result based on the decision maker's expectations. It can be defined as follows: 

Proposition 1. A LR-HOWA operator of dimension n is a mapping  ܴܮ − ௡ܴ	:ܣܹܱܪ → ܴ given the variables		ݔ௞ ∈ ܷ	and ݕ௞ ∈ ܷ such that they have 
an associated weighting vector ܹ =	 ,ଵݓ] ,ଶݓ . . , ௜ݓ ௡]் whereݓ ∈ [0,1] and 1 ≤ ∑ ௝ݓ ≤ ݊௡௝ୀଵ , so. ݕுைௐ஺ = ுைௐ஺ߙ +  ௝. (11)ݔுைௐ஺ߚ
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The calculation of the ߚ parameter is as follows: ߚுைௐ஺ = ∑ ௪ೕ൫௫ೕିఓ൯൫௬ೕିజ൯ೕ೔సభ∑ ௪ೕ൫௫ೕିఓ൯మೕ೔సభ = ஼௢௩ಹೀೈಲ(௫,௬)௩௔௥ಹೀೈಲ(௫) , 

(12) 

where ݔ௝ y ݕ௝  is the jth largest arguments in the variables x and y 
respectively. μ  and ߭ are the HOWA operator means in x and y. The components (ܽ௜ − ௝ݔଶ  and ൫(ߤ − ௝ݕ൯൫ߤ − ߭൯ have some associated weights (WA) ݓ௝ with 1 ≤ ∑ ௝ݓ ≤ ݊௡௝ୀଵ  where ݓ௝ ∈ [0,1].  

Note that it is possible to obtain the HOWA variance and HOWA 
covariance (ݎܽݒுைௐ஺;  ுைௐ஺) as special cases. This is because it is possible toݒ݋ܿ
divide the elements of the linear regression formulation and analyze the covariance 
and variance as different elements. This applied to all the formulations that will be 
defined in the document. Finally, some special cases of ߚுைௐ஺ are the following. 

a) ݉ܽݔ − ,ݔ)ுைௐ஺ݒ݋ܥ (ݕ = ∑ ௝ݔ௝൫ݓ − ௝ݕ൯൫ߤ − ߭൯௞௞ୀଵ  when 
minimum HOWA in ߤ and ߭ and the ݓ௝ = 1 is used. 

b) ݉ܽݔ − (ݔ)ுைௐ஺ݎܽݒ = ∑ ௝ݔ௝൫ݓ − ൯ଶ௞௞ୀଵߤ  with a maximum 
HOWA in ߤ and the ݓ௝ = 1. 

c) ݉݅݊ − ,ݔ)ுைௐ஺ݒ݋ܥ (ݕ = ∑ ௝ݔ௝൫ݓ − ௝ݕ൯൫ߤ − ߭൯௞௞ୀଵ . It is an 
extreme case where ߤ and ߭ are the maximum HOWA and the minimum ݓ௝ = 0, 
then it has that ݉݅݊ − ,ݔ)ுைௐ஺ݒ݋ܥ (ݕ = 0. 

d) ݉݅݊ − (ݔ)ுைௐ஺ݎܽݒ = ∑ ௝ݔ௝൫ݓ − ൯ଶ௞௞ୀଵߤ .	It is a similar case as the 
previous one where ߤ is the maximum HOWA and ݓ௝ = 0, then ݉ܽݔ (ݔ)ுைௐ஺ݎܽݒ− = 0. 

e) ݉ܽݔ − ݔܽ݉ ுைௐ஺ is calculated whenߚ − ,ݔ)ுைௐ஺ݒ݋ܥ ݔܽ݉ and (ݕ −  .are used (ݔ)ுைௐ஺ݎܽݒ

f) ݊݅ܯ − ுைௐ஺ߚ ுைௐ஺ can not be calculated becauseߚ = ଴଴ =  .ܦܰܫ

In the case of ߙ parameter the calculation is developed as follows: ߙுைௐ஺ = ߭ −  ,ߤுைௐ஺ߚ
(13) 

where μ and ߭ are the means in vectors x and y calculated with the HOWA 
operator. One can see that ݉݅݊ −  ߤ) ுைௐ஺ and maximum and minimum HOWAߚ
,߭) can be used.  

The second formulation is based on the idea of a group decision-making 
process through the PrOWA operator obtaining the simple linear regression 
PrOWA (LR-PrOWA) operator. The definition is as follows: 

Proposition 2. A LR-PrOWA operator of dimension n is a mapping ܴܮ − ௡ܴ	:ܣܹܱݎܲ → ܴ with two variables		ݔ௞ ∈ ܷ	and ݕ௞ ∈ ܷ such that they have 
an associated weighting vector ܹ where the weighs have some characteristics as 0 ≤ ௜ݓ ≤ 1 and ∑ ௝ݓ = 1௡௝ୀଵ , then the formulation is: ݕ௉௥ைௐ஺ = ௉௥ைௐ஺ߙ +  ௝. (14)ݔ௉௥ைௐ஺ߚ
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To estimate ߚ and ߙ parameters the following expressions are used: 
௉௥ைௐ஺ߚ  = ∑ ௪ೕ൫௫ೕିఓ൯൫௬ೕିజ൯ೖೖసభ∑ ௪ೕ൫௫ೕିఓ൯మೖೖసభ = ஼௢௩ುೝೀೈಲ(௫,௬)௩௔௥ುೝೀೈಲ(௫) , 

(15) 
௉௥ைௐ஺ߙ  = ߭ −   ,ߤ௉௥ைௐ஺ߚ

(16) 
where μ  and ߭ are the PrOWA operator in x and y, respectively. ݓ௝ is an 

associated weight ∑ ௝ݓ = 1௡௝ୀଵ  and ݓ௝ ∈ [0,1]. Note that it is possible to obtain 
three different forms to calculate the LR-PrOWA considering using the PrOWA 
operator in estimating parameters. 

The third proposition is based on the POWA operator. The main 
contribution of the simple linear regression POWA (LR-POWA) operator is that in 
the results is possible to combine a weighting vector and a probabilistic vector, 
with these is possible to add the expectations and knowledge of the decision maker 
(weighting vector) and the probabilities of obtaining the different results 
(probability vector) within the simple linear regression model. The formula is as 
follows.  

Proposition 3. A LR-POWA operator of dimension n is a mapping ܴܮ − ௡ܴ	:ܣܹܱܲ → ܴ with a dependent variable	ݔ௞ ∈ ܷ  and an independent 
variable ݕ௞ ∈ ܷ, such that they have an associated weighting vector 	ܹ ,ଵݓ]	= ,ଶݓ . . , ௡]் , 0ݓ ≤ ௜ݓ ≤ 1 and ∑ ௝ݓ = 1௡௝ୀଵ , Additionally, the variables have 
an associated probability vector  ݒ௜ with ∑ ௜ݒ = 1௡௜ୀଵ  and ݒ௜ ∈ [0,1],  so that: ݕ௉ைௐ஺ = ௉ைௐ஺ߙ +  ௝. (17)ݔ௉ைௐ஺ߚ

where the parameters ߚ and ߙ are estimated as follows: ߚ௉ைௐ஺ = ∑ ௪ೕ൫௫ೕିఓ൯൫௬ೕିజ൯ೖೖసభ∑ ௪ೕ൫௫ೕିఓ൯మೖೖసభ = ஼௢௩ುೀೈಲ(௫,௬)௩௔௥ುೀೈಲ(௫) ,  
(18) 

௉ைௐ஺ߙ    = ߭ −  ,ߤ௉ைௐ஺ߚ
(19) 

where μ and ߭ are the means (POWA operator). The components ൫ݔ௝ ௝ݕ൯൫ߤ− − ߭൯ and  ൫ݔ௝ − ∑  ௝, such thatݓ ൯ଶhave an associated weightߤ ௝ݓ = 1௡௝ୀଵ  
and ݓ௝ ∈ [0,1].  

The fourth proposition is based on the idea that simple linear regression 
can also be estimated with hybrid operators consisting of two or more OWA 
operators. For example, the PIHOWA operator in linear regression (LR-PIHOWA) 
combines Prioritized, Induced, Heavy and OWA operators with OLS estimator. 
The LR-PIHOWA can estimate parameters in a simple linear regression where 
more important data come out than others, the variables used are influenced by 
other variables and where the weighting vector is not bounded to a sum equal to 
one. It can be defined as follows: 
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Proposition 4. An LR-PIHOWA operator of dimension n is a mapping ܴܮ − ௡ܴ	:ܣܹܱܪܫܲ → ܴ with two variables	ݔ௞,  ௞  and an associated weightݕ
vector W, 1 ≤ ௜ݓ ≤ ݊ and ∑ ௝ݓ = 1௡௝ୀଵ , with an inducing variable ݑ௜ for the 
reordering, and corresponding weights according to priority (ݔ)ܥ, the formulation 
is: ݕ௉ூுைௐ஺ = ௉ூுைௐ஺ߙ +  ௝. (20)ݔ௉ூுைௐ஺ߚ

It is possible to develop ߚ and ߙ as follows: ߚ௉ூுைௐ஺ = ∑ ௪ೕ൫௫ೕିఓ൯൫௬ೕିజ൯ೖೖసభ∑ ௪ೕ൫௫ೕିఓ൯మೖೖసభ = ஼௢௩ು಺ಹೀೈಲ(௫,௬)௩௔௥ು಺ಹೀೈಲ(௫) , 
(21) 

௉ூுைௐ஺ߙ    = ߭ −  ,ߤ௉ூுைௐ஺ߚ
(22) 

   where the means μ  and ߭ are calculated with PIHOWA operator. The 

components ൫ݔ௝ − ௝ݕ൯൫ߤ − ߭൯ and  ൫ݔ௝ − ∑  ௝, such thatݓ ൯ଶhave a weightߤ ௝ݓ = 1௡௝ୀଵ  and ݓ௝ ∈ [1, ݊].  
The last proposition will be done with the POWA, IOWA and PrOWA 

operators. The simple linear regression PIPOWA operator (LR-PIPOWA) is an 
aggregation operator in group decision-making that will include in the simple 
linear regression formula an additional probability vector and a reordering step 
based on induced variables instead of the maximum or minimum value of the 
attribute. The formulation is as follows. 

Proposition 5. An LR-PIPOWA operator of dimension n is a mapping ܴܮ − ௡ܴ	:ܣܹܱܲܫܲ → ܴ with a dependent variable	ݔ௞ and an independent variable ݕ௞ such that they have an associated weighting vector 	ܹ = 	 ,ଶݓ,ଵݓ] . . , ௡]் , 0ݓ ≤ ௜ݓ ≤ 1 and ∑ ௝ݓ = 1௡௝ୀଵ , Additionally, the variables have an associated 
probability vector  ݒ௜ with ∑ ௜ݒ = 1௡௜ୀଵ  and ݒ௜ ∈ [0,1], corresponding weights 
according to priority (ݔ)ܥ so that: ݕ௉ூ௉ைௐ஺ = ௉ூ௉ைௐ஺ߙ +  ௝. (23)ݔ௉ூ௉ைௐ஺ߚ

 
 
It is possible to develop ߚ and ߙ as follows: 
௉ூ௉ைௐ஺ߚ  = ∑ ௪ೕ൫௫ೕିఓ൯൫௬ೕିజ൯ೖೖసభ∑ ௪ೕ൫௫ೕିఓ൯మೖೖసభ = ஼௢௩ು಺ುೀೈಲ(௫,௬)௩௔௥ು಺ುೀೈಲ(௫) , 

(24) 
௉ூ௉ைௐ஺ߙ     = ߭ −  ,ߤ௉ூ௉ைௐ஺ߚ

(25) 
where the means μ  and ߭ are calculated with PIPOWA operator. The 

associated weight ݓ௝, in variance and covariance has a characteristic ∑ ௝ݓ = 1௡௝ୀଵ  
and ݓ௝ ∈ [0,1].  
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The LR-PIPOWA and all the propositions presented in this section have 
the same proprieties the OWA operator; monotonic, idempotent and boundary 
(Wei et al. 2012); these are explained as follows. 

Monotonic: if exist a second attribute vector (ܾ௜) forming a second LR-
PIPOWA, if ௝ܽ ≥ ௝ܾthen: ݕ)ܨ௉ூ௉ைௐ஺(ܽ௜), … , (ܽ௡)) ≥ ,௉ூ௉ைௐ஺(ܾ௜)ݕ)ܨ … (ܾ௡)) (26) 

Commutativity: Let ݂(ݕ௜) be an application of LR-PIPOWA and where ݂൫(ܽଵ), … , (ܽ௡)൯	is a permutation of the arguments ݂൫(݁௜), … , (݁௡)൯. Then. ݕ)ܨ௉ூ௉ைௐ஺(ܽ௜), … , (ܽ௡)) = ,௉ூ௉ைௐ஺(ܾ௜)ݕ)ܨ … (ܾ௡)) (27) 
Boundary condition: Assume that the ordered argument vector B can be 

ordered as ݉݅݊௜ൣ ௝ܽ൧ or ݉ܽݔ௝ൣ ௝ܽ൧, then: ݕ௉ூ௉ைௐ஺(݉݅݊௜ൣ ௝ܽ൧) ≤ (௉ூ௉ைௐ஺(ܽ௜)ݕ)ܨ ≤ ௝ൣݔܽ݉)௉ூ௉ைௐ஺ݕ ௝ܽ൧) (28) 
 
These properties demonstrate the consistency of the OWA operators and 

how they are conserved in conjunction with the linear regression. 
3. Estimating the exchange rate volatility using linear regression with  
    OWA operators 
Volatility influences decision-making in the corporate and macroeconomic 

variables (Lahmiri, 2017). Movements in the exchange rate are caused for 
undefined and ambiguous factors generated by economic and political events 
(Cazorzi et al., 2017). Therefore, exchange rate volatility series present difficult 
statistical behaviours such as trends, abrupt changes, and volatility clustering. 

In forecasting and estimating exchange rates, the random walk models are 
frequently used to generate better exchange rate forecasts (Cazorzi et al., 2017). In 
the case of volatility, the autoregressive (AR) models have been used in different 
contexts with satisfactory results (Zhang & Ling, 2015). However, the statistical 
behaviour of the financial series in a time of significant instability has led several 
authors to propose using combined methodologies to improve forecasting and 
estimation volatility (Lahmiri, 2017). 

Moreover, very often, the variables and data of volatility models cannot be 
determined in a precise sense. Therefore, fuzzy logic provides an appropriate tool 
for modelling imprecise models (Singh, 2018). The ordered weighted average 
(OWA) operator is an aggregation operator used in uncertain environments. In the 
OWA operator the information can be represented so that it can be under- or 
overestimated, considering the decision-maker's attitudinal character. 

This section develops the proposed formulation previously seen. The 
Mexican peso exchange rate in 2018 is used to calculate the volatility and estimate 
and forecast. 
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4.1 Numerical example  
Volatility is the variable that will be calculated. A frequent proposal in 

scientific research is the volatility measure through logarithmic variances of returns 
log-volatility (Kim et al. 1988). One characteristic of log-volatility is eliminating 
the trend by creating a stationary series, which can be adapted much better to 
volatility models. It can be defined as follows: 

Definition 9. Log-volatility of dimension n is a mapping ݈݃݋ ௡ܴ	:ݕݐ݈݅݅ݐ݈ܽ݋ݒ− → ܴ such that it has logarithmic returns as ܴ = ln	( ௣೟௣೟షభ), where ݌௧ 
is the current price. Then, ℎ௧ଶ = (ܴ௜ − തܴ)ଶ, (29) 

where തܴ is the returns mean.  
The estimation and forecast of volatility are carried out with an 

autoregressive AR (1) model as follows: ℎ௧ = ߙ +  ,ଵℎ௧ିଵߚ
(30) 

where  ℎ௧ିଵ  is the volatility FIX exchange rate with one lag. The proposed 
models are the followings. 

ுைௐ஺ݕ .1 = ுைௐ஺ߙ +  ௝ݔଵுைௐ஺ߚ
௉௥ைௐ஺ݕ .2 = ௉௥ைௐ஺ߙ +  ௝ݔଵ௉௥ைௐ஺ߚ
௉ைௐ஺ݕ .3 = ௉ைௐ஺ߙ +  ௝ݔଵ௉ைௐ஺ߚ
௉ூுைௐ஺ݕ .4 = ௉ூுைௐ஺ߙ +  ௝ݔଵ௉ூுைௐ஺ߚ
௉ூ௉ைௐ஺ݕ .5 = ௉ூ௉ைௐ஺ߙ +  ௝ݔଵ௉ூ௉ைௐ஺ߚ
The parameters α and ߚଵ are estimated performing the following steps: 
Step 1. The elements and components in attribute vector B are defined. The 

sequence is n = 12 because the decision maker believes these periods influence the 
volatility. Then, two vectors are presented: one ℎ௧ for the current exchange rate 
volatility and other ℎ௧ିଵ for the volatility with a delay period (See Table 1). 

Step 2. Determine the weights vector, the probability vector induced vector 
and the prioritized components. The weight vector is the same for both variables 
assigning the highest weights to the months closest to the month to estimate and 
forecast. The probability vector is developed according to the probability of 
occurrence in 95 previous periods using a probability of importance of 40% to the 
weight and 60% to the probability. The induced vector is according to the nearest 
months (See Table 1). 

Table 1. Application data 
Dat

e ℎ௧ ℎ௧ିଵ w ݓுைௐ஺ p ݑ௜ 
January 0.00036453 8.503E-05 0.2 0.2 0.01 3 

February 0.00034939 0.00036453 0.1 0.2 0.05 4 

March 2.9921E-05 0.00034939 0.05 0.1 0.04 12 
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April 0.00031963 2.9921E-05 0.05 0.05 0.08 11 

May 0.00344596 0.00031963 0.025 0.05 0.10 10 

June 0.00096067 0.00344596 0.025 0.05 0.06 9 

July 0.0061078 0.00096067 0.05 0.05 0.06 8 

August 2.6445E-05 0.0061078 0.05 0.05 0.10 7 

September 1.3146E-05 2.6445E-05 0.05 0.1 0.10 6 

October 1.7718E-05 1.3146E-05 0.1 0.2 0.10 5 

November 0.0024819 1.7718E-05 0.15 0.2 0.15 2 

December 0.00014748 0.0024819 0.15 0.25 0.15 1 

The prioritized components are developed with three different vector 
weights chosen by area experts. The weights are the following ݓଵ = ଶݓ 0.099,0.095,0.082,0.082,0.079,0.076,0.075,0.076,0.077,0.078,0.076,0.105 = ଷݓ 0.3,0.2,0,0,0,0,0,0,0.1,0.1,0.1,0.2 = 0.1,0.05,0,0,0.05,0.05,0.05,0.05,0.05,0.1,0.2,0.3 

The importance of each expert for the use of prioritized operators is 40% 
for expert 1, 40% for expert 2 and 20% for expert 3. 

Step 3. In this step, the use of the HOWA, PrOWA, POWA, PIHOWA and 
PIPOWA operators to obtain ߭ and ߤ is done (See Table 2). 

Table 2. Results using different OWA extensions 
Operator ࣆ ࣏ 

HOWA 0.00228114 0.002278016 0.0014803 0.00120145 ۯ܅۽۷۶۾ 0.00101698 0.00102197 ۯ܅۽۾ 0.00170564 0.00170816 ۯ܅۽ܚ۾ 
PIPOWA 0.00111077 0.00109614 

 
Step 4. With the information obtained in Table 2, the variance and 

covariance calculation are done with the different OWA extensions (See Table 3). 
Table 3. Variances and covariances with different OWA extensions 

Variable HOWA PrOWA POWA PIHOWA PIPOWA 
variance 5.96395E-06 2.77502E-06 3.22023E-06 4.43952E-06 3.14874E-06 

covariance 2.696E-06 3.1859E-07 -6.17197E-07 -6.90606E-07 -6.1405E-07 

 
Step 5. In this step the estimation of ߚ and ߙ is done with the information 

provided by the below steps (See Table 4). 
 
Table 4. 	ࢼ and ࢻ calculated with OWA operators 

Variable HOWA PrOWA POWA PIHOWA PIPOWA 0.0013245 0.0014317 0.0001949 0.0015123 0.0012514 ߙ 0.1950154- 0.1555588- 0.1916628- 0.1148064 0.4520491 ߚ 
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Step 6. The estimation of the volatility using the different OWA extensions 
is done in this step. The volatility models are the following. ℎுைௐ஺ = 0.001251363 + 0.452049076ℎ௧ିଵ ℎ௉௥ைௐ஺ = 0.001512343 + 0.114806417ℎ௧ିଵ ℎ௉ைௐ஺ = 0.000194916		 − 0.19166281ℎ௧ିଵ ℎ௉ூுைௐ஺ = 0.001431723 − 0.1555588ℎ௧ିଵ ℎ௉ூ௉ைௐ஺ = 0.001324536 − 	0.19501541ℎ௧ିଵ 

Step 7. The final step is to substitute the values of ℎ௧ିଵ in the models and 
compare all the results (See Table 5). 

Table 5. Results using different formulations 
LR HOWA ۯ܅۽ܚ۾ ࡭ࢃࡻࡼ ࡭ࢃࡻࡴࡵࡼ  0.00129578 0.00140878 0.00016665 0.00152928 0.00131803 0.00134098 ࢚ࢎ ࡭ࢃࡻࡼࡵࡼ

The results show that the simple regression with ordinary least squares has 
a result similar to the regression with the HOWA operator, then it can use when we 
use data and linearity is considered. Probability utilization underestimates the result 
to 0.00016665, this show that we can use LR-POWA in expected scenarios of low 
volatility. On the contrary, using an estimate with prioritized operators 
overestimating the result can be applied when there are high volatility expectations. 

Linear regression with PIHOWA and PIPOWA operators shows results 
around the simple OLS, which is different from the use of probability or prioritized 
the results are closer. This indicates the possibility of using these estimators when 
there is low or high volatility but not in an extreme sense. 

 
4. Conclusions 
This paper proposes to use OWA aggregation operators in the process of 

estimating ordinary least squares to process complex and uncertain data. The new 
methodologies are called; the linear regression heavy OWA (LR-HOWA), the 
linear regression prioritized OWA (LR-PrOWA), the linear regression probabilistic 
OWA (LR-POWA), the linear regression. Heavy induced prioritized OWA (LR-
PIHOWA) and linear regression probabilistic induced prioritized OWA L(R-
PIPOWA). The main advantage is estimating or sub-estimating the linear 
regression parameters, which can adapt to different scenarios ranging from the 
minimum OWA to its maximum.  

The main definitions and properties of the linear regression with OWA 
operators are presented. Additionally, the OWA families in linear regression are 
shown. This includes the maximum, minimum, generalized, quasi-arithmetic, 
quadratic, geometric, harmonic and cubic operators. 

The new methodology was applied in exchange rate volatility, where 
different results are observed depending on the operator used. Using prioritized 
operators in the estimation process overestimates the results, which is suitable for 
high volatility scenarios. On the contrary, the result is suggested when the 
parameters are estimated using probabilistic operators. This information can be 
used to create volatility ranges according to future scenarios. To continue 
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developing this idea, in future research, the application in other extensions of OWA 
operators, such as the moving average (OWMA) (Fonseca-Cifuentes et al., 2021) 
and Bonferroni OWA (BOWA) (Yager, 2009) will be made. 
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