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Abstract. Within classical econometric modelling, because of the 

complexity of „data – generating process” we have chosen it to be presented with 

the help of a set of assumptions, where the random is as controlled as possible, so 

that the activity should be monitored and even dosed.  

This paper has chosen a systemic and cybernetic approach of the display of 

the „data – generating process”. The first stage of the „data – generating process” 

decoding, the authors study a system made of three random variables defined on 

different probability space between which there is a special a priori dependence, 

called β  dependence. The research includes setting a probabilistic model of such 

a system and making a representative example. The research ends with an analysis 

of the systemic and cybernetic repercussions corresponding to the β  dependence. 
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1. INTRODUCTION 

  

In a system of economic variables, the classical regression analysis 

consists mainly in [1], [3], [7], [8], [9], [10], [13], in considering one of the system 

variables as dependent on the rest of the variables and all the economic variables 

values produced by an underling „data – generating process”, on which we make a 

set of assumptions. 

 For example, we may consider the system made of the following three 

macroeconomic indexes (variables): GDP, consumption and investments. This 

system represents a subsystem of the whole system of indexes which are used for 

the entire economy that are part of the National Accounts System.  

Making use of the index system evolution during 1990-1995, where the 

indexes are: 
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Source: The Romanian Statistics Yearbook, 1996  

 

We shall research what happens when we try a regression analysis based 

on the economic links between the three indexes.  

In case of the classical regression analysis, we first presuppose that each 

index is a non-random variable. Then we presuppose that one of the indexes, for 

example investments, depends on the other indexes and we make an econometric 

model of linear regression, such as ε+⋅+⋅= CbGNPaI . Here we have some 

parameters, such as a and b, which will be estimated according to the data in the 

table, and the random variable ε , called disturbance, which cumulates the effect of 

other unknown or neglected factors, on which we make certain assumptions. 

The entire outcome depends on the data existing in the table. It is obvious 

that the data are the result of all economic processes within the national economy, 

which have been mixed with other processes involving the population behaviour at 

a national level, the international economic relations as well as the world wide 

status of the economy. 

Within the classical econometric modelling, because of the complex „data 

– generating process” we have chosen that it will be presented according to a set of 

assumptions, where the random is as controlled as possible, so that the activity be 

monitored and even dosed.  

The present paper chooses a systemic and cybernetic approach based on 

„data – generating process”. 

 Such an approach leads the system econometric modelling made of three 

indexes to a system of three random variables defined on different probability 

spaces, for which there is no need to calculate the covariance among the pairs of 

random variables or to determine the regression function in relation to the others. 

In conclusion, there is no use for the econometric models of regression within this 

approach. Moreover, an important section of the classical econometric modelling is 

not adequate for such an economic index system. 

The present paper proposes the research of a system made of three random 

variables between which there is a special a priori dependence, called 

β dependence, as the first stage of decoding the „data – generating process”. The 

paper includes setting a probabilistic model of such a system and the construction 

 

   Index 

Measurement  

unit 

 

1990 

 

1991 

 

1992 

 

1993 

 

1994 

 

1995 

   GDP Mild. lei 857,9 2203,9 6029,2 20035,7 49767,6 72559,7 

Consumptio

n (C) 

Mild. lei 679,5 1672,5 4642,5 15235,8 37417,5 56315,4 

Investments 

( I ) 

Mild. lei 168,4 

10 

314,01 

4 

888,56 

6 

2821,81 

9 

8004,62 

1 

12995,4 

    9 
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of a representative example. It ends with an analysis of the systemic and cybernetic 

repercussions corresponding to the β  dependence. 

 
 

2. THE RANDOM SYSTEM WITH 3 CONSTITUENTS THAT   

      GENERATES TIME SERIES DATA 

 

We consider a random system S(t), which develops in discrete time and is 

defined by the ordered triplet ∈ttXtXtX )),()),(),(( 321 N
*
. The order refers to 

the fact that, each t time, we first consider X1(t), then X2(t) and then X3(t). Xi(t) is a 

random variable which is defined on the probability space ),(( tiΩ Ki(t), P
i
(t)), 

having Ωi(t) a set that is at the most numerable, 3,1=∀ i . Let us consider 

)()()( ω= tXtx ii , with )(tiΩ∈ω and 3,1=i  where )(txi means the value of the 

random variable Xi at t time, 3,1=∀ i . 

The values of the three random variables make three time series data that 

correspond to the indicators marked I1 , 2I and I3. 

There is a reciprocal dependence between the three random variables that 

is defined as follows: 

The β dependence 

X2’s dependence on X1 

At ∈t N
*
\{1} time, the probability space on which X2(t) random variable is 

defined depends on the value of X1(t) as follows: 

If x1(t) meets the condition imposed by C1, then  

),1()(),1()( 2222 −Ω⊃Ω−Ω≠Ω tttt  K2(t)=B ))(( 2 tΩ  , ),1()( 22 −≠ tPtP  

)(2 tP  being part of the same class of probability laws or probability distributions, 

such as )1(2 −tP  and →Ω−≠ )(:)(),1()( 2222 ttXtXtX R, where 

,
)1()(),(

)1(),()1(
)()(

222

22

2





−∈

−∈−
=

t\ttk

ttX
tX

ΩΩΩΩΩΩΩΩ

ΩΩΩΩ

ω

ωω
ω  

))1(()1()( 222 −−∈ ttX\tk ΩΩΩΩR . 

 If  x1(t) does not meet the condition imposed by C1, then 

)1()( 22 −Ω=Ω tt , K2(t)= K2(t-1), )1()( 22 −= tPtP  and )1()( 22 −= tXtX . 

b) X3’s dependence on X2 

At ∈t N
*
\{1} time, the probability space on which X3(t) random variable is 

defined depends on the value of X2(t) as follows: 

If x2(t) meets the condition imposed by C2, then ),1()( 33 −≠ tt ΩΩΩΩΩΩΩΩ  
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),1()( 33 −⊃ tt ΩΩΩΩΩΩΩΩ  K3(t)=B ))(( 3 tΩΩΩΩ  , )(),1()( 333 tPtPtP −≠  being part of 

the same class of probability laws or probability distributions, such as )1(3 −tP  

and →−≠ )(:)(),1()( 3333 ttXtXtX ΩΩΩΩ R, where 

,
)1()(),(

)1(),()1(
)()(

333

33

3





−∈

−∈−
=

t\ttk

ttX
tX

ΩΩΩΩΩΩΩΩ

ΩΩΩΩ

ω

ωω
ω  

))1(()1()( 333 −−∈ ttX\tk ΩΩΩΩR . 

 If  x2(t) does not meet the condition imposed by C2, then 

)1()( 33 −= tt ΩΩΩΩΩΩΩΩ , K3(t)= K3(t-1), )1()( 33 −= tPtP  and )1()( 33 −= tXtX . 

c) X1’s dependence on X3 

At t+1 time, ∈t N
*
, the probability space on which )1(1 +tX  random variable is 

defined, depends on the value of )(3 tX  as follows: 

If )(3 tx meets the condition imposed by C3 , then 

),()1(),()1( 1111 tttt Ω⊃+ΩΩ≠+Ω  K1(t+1)= B ))1(( 1 +Ω t , 

)1(),()1( 111 +≠+ tPtPtP being part of the same class of probability laws or 

probability distributions, such as )(1 tP  and 

→+Ω+≠+ )1(:)1(),()1( 1111 ttXtXtX R , where 

,
)()1(),1(

)(),()(
)()1(

111

11

1





+∈+

∈
=+

t\ttk

ttX
tX

ΩΩΩΩΩΩΩΩ

ΩΩΩΩ

ω

ωω
ω  

∈+ )1(1 tk  R\ ))(()( 11 ttX Ω . 

If x3(t) does not meet the condition imposed by C3, then )()1( 11 tt Ω=+Ω , 

K1(t+1)= K1(t),  )()1( 11 tPtP =+  and )()1( 11 tXtX =+ . 

The relation ))()(),((~)( 321 tXtXtXtS a  is meaningful on the basis of 

the ( )3β  dependence, in order to designate the fact that the state of the random 

system at  t time is characterized by the trinity (X1(t), X2(t), X3(t)). 

Remark 1. At ∈+1t N
* 

time, the system has the state 

))1()1(),1((~)1( 321 ++++ tXtXtXtS a , which depends on the state S(t), 

because )1(1 +tX  depends on )(3 tX , according to the c) procedure from the 

( )3β  dependence. On the other hand, )1(2 +tX  depends on )1(1 +tX  according 

to a) procedure and )1(3 +tX  depends on )1(2 +tX  according to b) procedure. 

Remark 2. At t time the effect of x1(t)’s value upon the random variable 

X2(t)  and the effect of ( )tx2 ’s value upon the random variable ( )tX 3  are 
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instantaneous. In this way, the simultaneity relations between the three random 

variables are postulate.  

Remark 3. The procedure c) is a variety of feedback between constituents 

of system S(t).  

Theorem T. The probability model of the state S(t+1) depends on the 

values of ( )tx3  which appear in the S(t) state as follows: 

If x3(t) meets the condition imposed by C3, then the probability model  

of S(t+1) is represented by the three-dimensional random variable 

))1(),1(),1(()1( 321 +++=+ tXtXtXtX  which is defined on the probability 

space (Ω(t+1), K(t+1), P(t+1)), )1()1()1()1( 321 +×+×+=+ tttt ΩΩΩΩΩΩΩΩΩΩΩΩΩΩΩΩ , 

K(t+1)= B(Ω(t+1)), :)1( +tP  K(t+1) ]1,0[→ , 

{ } ( ) { }( )gtPftPetPgfetP fee 1}))({1(}))({1()}{})({1( ,,3,21 +⋅+⋅+=××+
),1(1 +∈∀ te ΩΩΩΩ ( )1),1( 32 +∈∀+∈∀ tgtf ΩΩΩΩΩΩΩΩ , 

,
)1(\)1(),(

)1(),1(
)1(

11

2

1

,2

,2







+Ω+Ω∈

+Ω∈+
=+

ttetP

tetP
tP

a

aa

e
 

)1())(1()1({)1( 1111 +=ω++Ω∈ω=+Ω txtXtta
meets the condition        

imposed by the  C1}, 

:)1(,2 +tP a
 K ]1,0[)1(2 →+t , )()1( 2,2 tPtP a ≠+ , K2(t+1)= B (Ω2(t+1)),  

)()1( 22 tt Ω≠+Ω , )()1( 22 tt Ω⊃+Ω ,  

( ) ( ) ( )
( )




+Ω+Ω∈

+Ω∈+
=+

)1(\)1(            ,

1                  ,1
1

22

3

2

,,3

, ,3

ttftP

tftP
tP

a

aae

fe
, 

)1())(1()1({)1( 2222 +=++∈=+ txtXtta ωω ΩΩΩΩΩΩΩΩ meets the condition        

imposed by the  C2}, 

:)1(,,3 +tP ae
 K ]1,0[)1(3 →+t , )()1( 3,,2 tPtP ae ≠+ , K3(t+1)= B (Ω3(t+1)),  

)()1( 33 tt ΩΩΩΩΩΩΩΩ ≠+ , )()1( 33 tt ΩΩΩΩΩΩΩΩ ⊃+ . 

Also happens 

∈∀ A  K ( )1+t  with ( ) ( ) }),()1({ 112 21
AprAprfetfA tte +Ω+Ω ×∈+Ω∈=  and 

=feA ,   ={ ( )( ) ΩΩΩΩΩΩΩΩ ∈+∈ gfetg ,,13 ( )1+t   }, 

P ( ) =A ( ) { }( )
( )
∑ ∑

+Ω∈ ∈

⋅+
1

1

1

1
te Af e

etP ( )( ) ( )( )
fe

fe

e

e AtPAtP ,

,,3,2 11 +⋅+  or  

P ( ) ( )( )ftdPetdPAtPA e

fe

fe 1)1())(1()( ,21

,

,,3 +++= ∫ ∫ . 

If x3(t) does not meet the condition imposed by C3, then the probability 

 model of S(t + 1) is represented by the three-dimensional random variable 

))1(),1(),1(()1( 321 +++=+ tXtXtXtX  which is defined on the probability 
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space (Ω ( )1+t , K ( )1+t  , P ( )1+t ), ( ) ( ) ( ) ( )111 321 +Ω×+Ω×Ω=+Ω tttt  , 

K ( )1+t = B(Ω ( )1+t ), ( ) :1+tP  K ( )1+t ]1,0[→ , 

( ) { } ( ),}))({1(}))({()}{}({1 ,,3,21 tPftPetPgfetP fee ⋅+⋅=××+       

( )1),1(),( 321 +Ω∈+Ω∈Ω∈∀ tgtfte , 







+Ω+Ω∈

+Ω∈+
=+

)1(\)1(),(

)1(),1(
)1(

11

2

1

,2

,2

ttetP

tetP
tP

a

aa

e
, 

)1())(1()1({)1( 1111 +=ω++Ω∈ω=+Ω txtXtta
meets the condition        

imposed by the  C1}, 

:)1(,2 +tP a
 K ]1,0[)1(2 →+t , )()1( 2,2 tPtP a ≠+ , K2(t+1)= B (Ω2(t+1)),  

)()1( 22 tt Ω≠+Ω , )()1( 22 tt Ω⊃+Ω ,  

( ) ( ) ( )
( )




+Ω+Ω∈

+Ω∈+
=+

)1(\)1(            ,

1                  ,1
1

22

3

2

,,3

, ,3

ttftP

tftP
tP

a

aae

fe
, 

)1())(1()1({)1( 2222 +=++∈=+ txtXtta ωω ΩΩΩΩΩΩΩΩ meets the condition        

imposed by the  C2}, 

:)1(,,3 +tP ae
 K ]1,0[)1(3 →+t , )()1( 3,,2 tPtP ae ≠+ , K3(t+1)= B (Ω3(t+1)),  

)()1( 33 tt ΩΩΩΩΩΩΩΩ ≠+ , )()1( 33 tt ΩΩΩΩΩΩΩΩ ⊃+ . 

Also happens  

∈∀ A  K ( )1+t  , ( ) ( ) }),()1({ 12 21
AprAprfetfA tte +ΩΩ ×∈+Ω∈=  and =feA ,   

={ ( )( ) ΩΩΩΩΩΩΩΩ ∈+∈ gfetg ,,13 ( )1+t   },  

P ( ) =A ( ) { }( )
( )
∑ ∑
Ω∈ ∈

⋅
te Af e

etP
1

1
 ( )( ) ( )( )

fe

fe

e

e AtPAtP ,

,,3,2 11 +⋅+  or  

P ( ) ( )( )ftdPetdPAtPA e

fe

fe 1)())(1()( ,21

,

,,3 ++= ∫ ∫ . 

Proof. 

Suppose that x3(t) meets the C3 condition. Then, according to the c) 

procedure from the β ( )3  dependence, we have )()1( 11 tt Ω⊃+Ω , 

)()1( 11 tt Ω≠+Ω , K1(t+1)= B ))1(( 1 +Ω t , that is K1(t+1) is the Borelian 

generated field of Ω1(t+1), ),()1( 11 tPtP ≠+ but )1(1 +tP  is part of the same 

class of probability laws, as well as ).(1 tP  

Following the statement above, at t+1 time the random variable )1(1 +tX  

is defined on the probability space ),1(( 1 +Ω t  K ))1(),1( 1

1 ++ tPt . 

According to a) procedure from the β ( )3  dependence, we may only have 

two situations: 
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1) x1(t+1) meets the C1 condition. In this case,  )()1( 22 tt Ω≠+Ω , 

)()1( 22 tt Ω⊃+Ω , K 2(t+1)= B ))1(( 2 +Ω t ,  )()1( 22 tPtP ≠+  and P
2
(t+1) is 

part of the same class of probability laws, as well as P
2
(t). We term )1(,2 +tP a

 the 

probability law P
2
(t+1). Following, at t+1 time the random variable X2(t+1) is 

defined on the probability space ),1(( 2 +Ω t  K ))1(),1( ,2

2 ++ tPt a
. 

2) x1(t+1) does not meet the C1 condition. In this case )()1( 22 tt Ω=+Ω , 

K2(t+1)=K2(t), )()1( 22 tPtP =+ and at t+1 time the random variable X2(t+1) is 

defined on the probability space ),(( 2 tΩ K ))(),( 2

2 tPt . 

Out of the two situations, we may deduce that there are defined on the 

measured  space  ),1(( 2 +Ω t K ))1(2 +t  two probabilities: )1(,2 +tP a
 and P

2
(t),  

where P
2
(t)(ω)=0  for )()1( 22 t\t ΩΩΩΩΩΩΩΩ +∈ω . 

According to b) procedure from the β ( )3  dependence, we may only have 

two situations: 

1) x2(t+1) meets the C2 condition. In this case,  )()1( 33 tt ΩΩΩΩΩΩΩΩ ≠+ , 

)()1( 33 tt ΩΩΩΩΩΩΩΩ ⊃+ , K 3(t+1)= B ))1(( 3 +tΩΩΩΩ ,  )()1( 33 tPtP ≠+  and P
3
(t+1) is 

part of the same class of probability laws, as well as P
3
(t). We term )1(,3 +tP a

 the 

probability law P
3
(t+1). Following, at t+1 time the random variable X3(t+1) is 

defined on the probability space ),1(( 3 +tΩΩΩΩ  K ))1(),1( ,3

3 ++ tPt a
. 

2) x2(t+1) does not meet the C2 condition. In this case )()1( 33 tt ΩΩΩΩΩΩΩΩ =+ , 

K3(t+1)=K3(t), )()1( 33 tPtP =+ and at t+1 time the random variable X3(t+1) is 

defined on the probability space ),(( 3 tΩΩΩΩ K ))(),( 3

3 tPt . 

Out of the two situations, we may deduce that there are defined on the 

measured  space  ),1(( 3 +Ω t K ))1(3 +t  two probabilities: )1(,3 +tP a
 and P

3
(t),  

where P
3
(t)(ω)=0  for )(\)1( 22 tt Ω+Ω∈ω . 

In conclusion, we have the probability space 

),1(( 1 +Ω t K ))1(),1( 1

1 ++ tPt , the measurable space ),1(( 2 +Ω t K ))1t(2 + , 

where two probabilities )1(,2 +tP a
 and P

2
(t) are defined and the measurable space 

),1(( 3 +Ω t K ))1(3 +t , where two probabilities )1(,3 +tP a
 and P

3
(t) are defined. 

According to the proposition P  from the Annex [4], [14], it follows that 

the probability model of the state S(t+1) is given by the three-dimensional random 

variable ( ))1),1(),1(()1( 321 +++=+ tXtXtXtX , which is defined on the 

probability space (Ω ( )1+t , K ( )1+t , P ( )1+t ),  

where:   
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( ) ( )1)1()1(1 321 +Ω×+Ω×+Ω=+Ω tttt , K ( )1+t  =  

= K 1(t+1)×K 2(t+1) ×K 3(t+1)  and 

( ) :1+tP K ( )1+t ]1,0[→  , ( ),1)1()1(),,( 321 +Ω×+Ω×+Ω∈∀ tttgfe    

( ) { } ( ) { }( )gtPftPetPgfetP fee 1}))({1(}))({1()}{}({1 ,,3,21 +⋅+⋅+=××+ , 

where: 






+Ω+Ω∈

+Ω∈+
=+

)1(\)1(),(

)1(),1(
)1(

11

2

1

,2

,2

ttetP

tetP
tP

a

aa

e
, 

and )1(1 +Ω ta
is the set defined in the theorem content and 

( ) ( ) ( )
( ) ( ) ( )




+Ω+Ω∈

+Ω∈+
=+

1\1          ,

1                   ,1
1

22

3

2

e, ,3

,,3

ttftP

tftP
tP

a

aa

fe
 , 

and ( )12 +Ω ta
 is the set  defined in the theorem content. 

 Out of above results,  ∈∀ A  K ( )1+t  

with ( ) ( ) }),()1({ 112 21
AprAprfetfA tte +Ω+Ω ×∈+Ω∈=  and =feA ,   

={ ( )( ) ΩΩΩΩΩΩΩΩ ∈+∈ gfetg ,,13 ( )1+t   } and by the relation: 

( )
( )

( )
( )
∑ ∑ ∑∑

+Ω∈ ∈ ∈∈

=⋅
1,, 1 ,

.
te Af AgAgfe e fe

, 

it follows: 

P ( ) =A ( ) { }( )
( )
∑ ∑

+Ω∈ ∈

⋅+
1

1

1

1
te Af e

etP  ( )( ) ( )( )
fe

fe

e

e AtPAtP ,

,,3,2 11 +⋅+  or  

P ( ) ( )( )ftdPetdPAtPA e

fe

fe 1)1())(1()( ,21

,

,,3 +++= ∫ ∫ . 

 

Suppose that x3(t) does not meet the C2 condition. Then according to c) 

from the β ( )3  dependence we have: )()1( 11 tt Ω=+Ω , K1(t+1)=K1(t), 

)()1( 11 tPtP =+   and X 1(t+1)=X1(t). 

According to a) from the β ( )3  dependence there are two situations that we 

have described in 1. 

In conclusion, we have the probability space ),(( 1 tΩ  K ))(),( 1

1 tPt ,  the 

measurable space ),1(( 2 +Ω t  K ))1(2 +t on which the two probabilities 

)1(,2 +tP a
 and P

2
(t) are defined and presented in 1 and the measurable space 

),1(( 3 +Ω t K ))1(3 +t , where two probabilities )1(,3 +tP a
 and P

3
(t) are defined 

and presented in 1. 

According to the proposition P  from the Annex, it follows that the 

probability model of the state S(t+1) is given by the three-dimensional random 

variable ))1(),1(),(()1( 321 ++=+ tXtXtXtX  which is defined on the 
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probability (Ω ( )1+t ,K ( )1+t , P ( )1+t ), where: 

( ) ( )1)1()(1 321 +Ω×+Ω×Ω=+Ω tttt , K ( )1+t  = K1(t)×K2(t+1) ×K3(t+1) 

and ( ) :1+tP  K ( )1+t ]1,0[→  ,            

),1()1()(),,( 321 +Ω×+Ω×Ω∈∀ tttgfe

{ } ( ) { }( )gtPftPetPgfeP fee 1}))({1(}))({()}{}({ ,,3,21 +⋅+⋅=××  where        

)1(,2 +tP e
 and 

feP ,,3
probabilities being defined in 1. 

 Out of above results,  ∈∀ A  K ( )1+t  

with ( ) ( ) }),()1({ 12 21
AprAprfetfA tte +ΩΩ ×∈+Ω∈=  and =feA ,   

={ ( )( ) ΩΩΩΩΩΩΩΩ ∈+∈ gfetg ,,13 ( )1+t   } and by the relation: 

( )
( )

( )
( )
∑ ∑ ∑∑
Ω∈ ∈ ∈∈

=⋅
te Af AgAgfe e fe1 ,

.
,,

, 

it follows: 

P ( ) =A ( ) { }( )
( )
∑ ∑
Ω∈ ∈

⋅
te Af e

etP
1

1
 ( )( ) ( )( )

fe

fe

e

e AtPAtP ,

,,3,2 11 +⋅+  or  

P ( ) ( )( )ftdPetdPAtPA e

fe

fe 1)())(1()( ,21

,

,,3 ++= ∫ ∫ . 

 

3. EXAMPLE 

We consider a system S made up of three urns U1 , 2U  and U3. Urn U1 

contains n1 balls of the same size, numbered from 1 to n1 , 101 ≥n , from which a 

are white and the rest black, 10 na << . Urn U2 contains n2  balls of the same size, 

numbered from 1 to n2  and urn 3U contains 3n  balls of the same size, numbered 

from 1 to n3 . Extractions are done from system S. An extraction from system S 

consists in a random extraction from urn U1  followed by an extraction of  the same 

type from urn 2U  and next extraction from urn 3U . 

We consider three conditions 21 ,CC and C3, which refer to the results of 

the extractions.  

If the extracted ball from urn U1 is white, i.e. it meets the condition 1C , 

then we introduce a same type ball into urn 2U   assigning it the number n2 +1. On a 

contrary situation, the structure of urn U2 does not change. Then we do the 

extraction from urn U2. 
If the result of the extraction from urn U2 meets the condition C2, then we 

introduce a same ball into urn ,3U  assigning it the number 13 +n , on a contrary 

situation the structure of urn does not change. Then we do the extraction from urn 

U3. 
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If the result of the extraction from urn 3U  is an even number, i.e. it meets 

the condition 3C ,then we introduce a white ball into urn 1U  assigning it the 

number n1 +1, on a contrary situation the structure of urn 1U does not change. Then 

we do the following extraction from the system. 

We will attach to each urn a probability space and a random variable 

defined on this space. In order to do this we will consider the following notations. 

Let us take t as the number of extractions from system S, ∈t N
*
, ni(t) the 

number of balls from urn iU , before the extraction of the t category, 2,1i = . We 

notice that  ∈∀+≤ ttntn ii ),1()(  N
*
.   

Let us take a(t) as the number of white balls from the urn U1 before the 

extraction of the t category. We notice that ∈∀+≤ ttata ),1()(  N
*
. 

The probability space attached to urn 1U before the extraction of the 

category t is ),(( 1 tΩ P (Ω1(t))= K ))(),( 1

1 tPt , where 

 










ΩΩ∈−

Ω∈

==Ω
)(\)(,

)(

)(
1

)(,
)(

)(

))((},,,{)(

11

1

1

1

1)(11 1

tt
tn

ta

t
tn

ta

tPt
a

a

tn

ω

ω

ωωω K . 

)({)( 11 tta Ω∈ω=Ω |ω the event of obtaining a white ball}. 

Let us take →Ω )(:)( 11 ttX R, X1(t) is the random variable that represents 

the result of the extraction of the category t from urn U1 and let us take 

)(),)(()( 111 ttXtx Ω∈ωω= . 

The probability space attached to urn U2 before the extraction of the 

category t is ),(( 2 tΩ K ))(),( 2

2 tPt  where },,{)( )(12 2 tnt ωω=Ω K , 

K2(t)=P(Ω2(t)), )(,
)(

1
))(( 2

2

2 t
tn

tP Ω∈ω∀=ω . 

Let us take →Ω )(:)( 22 ttX R, X2(t) is the random variable that represents 

the result of the extraction of the category t from urn U2 and let us take 

)(),)(()( 222 ttXtx Ω∈ωω= . 

The probability space attached to urn U3 before the extraction of the 

category t is ),(( 3 tΩ K )(3 t ))(, 3 tP  where },,{)( )(13 3 tnt ωω K=Ω , 

K3(t)=P(Ω3(t)), )(,
)(

1
))(( 3

3

3 t
tn

tP Ω∈∀= ωω . 
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Let us take →Ω )(:)( 33 ttX R, X3(t) is the random variable that represents 

the result of the extraction of the category t from urn U3 and let us take 

)(),)(()( 333 ttXtx Ω∈= ωω . 

Following the significance of the three random variables we can 

))(),(),((~)( 321 tXtXtXtS a  write. 

According to the extraction mode from the system S defined above, there is 

a dependence β ( )3  between the three random variables.We must analyze 

successively the three dependencies from the definition of β ( )3 . 

a) X2’s dependence on X1. 

In the extraction of the category ∈t N
* 

the probability space on which the 

random variable X2(t) is defined depends on the value of X1(t), as follows:   

-   if x1(t) is a white ball, i.e. it meets the condition imposed by C1, then 

)1()( 22 −Ω≠Ω tt , ⊃ωω=Ω },,{)( )(12 2 tnt K },,{)1( )1(12 2 −ωω=−Ω tnt K  

because n2(t)>n2(t-1), 

K 2(t)=P(Ω2(t)), )1()( 22 −≠ tPtP , )(,
)(

1
))(( 2

2

2 t
tn

tP Ω∈ω∀=ω . 

It follows that )1(),)(1())(( 2

22 −Ω∈ω∀ω−≠ω ttPtP . 

 →Ω )(:)( 22 ttX R, where  





−∈=+−

−∈−
=

)1()(),(1)1(

)1(),)(1(
))((

2222

22

2
t\ttntn

ttX
tX

ΩΩΩΩΩΩΩΩ

ΩΩΩΩ

ω

ωω
ω . 

-if x1(t) is a black ball, i.e. it does not meet the condition imposed by C1, then       

)1()( 22 −Ω=Ω tt ,K2(t)=K2(t-1), )1()( 22 −= tPtP  and )1()( 22 −= tXtX . 

b) X3’s dependence on X2. 

In the extraction of the category ∈t N
* 
the probability space on which the 

random variable X3(t) is defined depends on the value of X2(t), as follows:   

-   if x2(t) meets the condition imposed by C2, then )1()( 33 −Ω≠Ω tt , 

⊃=Ω },,{)( )(13 3 tnt ωω K },,{)1( )1(13 3 −=−Ω tnt ωω K  because n3(t)>n3(t-1), 

K 3(t)=P(Ω3(t)), )1()( 33 −≠ tPtP , )(,
)(

1
))(( 3

3

3 t
tn

tP Ω∈∀= ωω . 

It follows that )1(),)(1())(( 3

33 −Ω∈∀−≠ ttPtP ωωω . 

 →Ω )(:)( 33 ttX R, where  





−ΩΩ∈=+−

−Ω∈−
=

)1(\)(),(1)1(

)1(),)(1(
))((

3333

33

3
tttntn

ttX
tX

ω

ωω
ω . 

-     if x2(t) does not meet the condition imposed by C2, then       

)1()( 22 −Ω=Ω tt ,K2(t)=K2(t-1), )1()( 22 −= tPtP  and )1()( 22 −= tXtX . 
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c) X1’s dependence on X3. 

The extraction of the category t+1, ∈t N
*
. Happened, the probability space 

on which the random variable X1(t+1) is defined depends on the value of X3(t), as 

follows: 

- if x3(t) is “a ball with an even number”, i.e. it meets the condition imposed by C3, 

then ⊃ωω=+Ω + },,{)1( )1(11 1 tnt K )(1 tΩ  because n1(t) < n1(t+1); 

K1(t+1)=P(Ω1(t+1)), )1(,
)1(

)1(
))(1( 1

1

1 +Ω∈ω∀
+
+

=ω+ t
tn

ta
tP , a(t) <  < a(t+1). 

It follows that ).(),)(())(1( 1

11 ttPtP Ω∈ω∀ω≠ω+  

  →+Ω+ )1(:)1( 11 ttX R, where  





+∈+

∈
=+

)()1(,1)(

)(),)((
))(1(

111

11

1
t\ttn

ttX
tX

ΩΩΩΩΩΩΩΩ

ΩΩΩΩ

ω

ωω
ω . 

- if x3(t) is “a ball with an odd number”, i.e. it does not meet the condition imposed 

by C2, then =+Ω )1(1 t )(1 tΩ ,K1(t+1)=K1(t), )()1( 11 tPtP =+  and 

)()1( 11 tXtX =+ . 

Let us apply the Theorem T to the system. It follows that the probability 

model of the state S(t+1) depends on the value of x3(t) which appears with the state 

S(t) when the t extraction happens. 

1. If x3(t) is a “a ball with an even number”, then the probability model is 

represented by the three-dimensional random variable 

))1(),1(),1(()1( 321 +++=+ tXtXtXtX , defined on the probability space 

 (Ω ( )1+t ,K ( )1+t ,P ( )1+t ), where ( ) )1()1()1(1 321 +Ω×+Ω×+Ω=+Ω tttt , 

K ( )1+t =K1(t+1)×K2(t+1) ×K3(t+1), :P  K ( )1+t ]1,0[→  , 

),1()1()1(),,( 321 +Ω×+Ω×+Ω∈∀ tttgfe

{ } ( ) { }( ),1}))({1(}))({1()}{}({ ,,3,21 gtPftPetPgfeP fee +⋅+⋅+=××  

,
)1()1(),(

)1(),1(
)1(

11

2

1
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++∈
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t\tetP

tetP
tP
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aa

e
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)1()1({)1( 111 ++Ω∈ω=+Ω txtta
meets the condition imposed by the C1}, 

:)1(,2 +tP a
K ]1,0[)1(2 →+t , ,

)1(

1
))(1(

2

,2

+
=+

tn
tP a ω )1(1 +Ω∈∀ tω

)()1( 2,2 tPtP a ≠+ , K2(t+1)= B (Ω2(t+1)),  )()1( 22 tt Ω≠+Ω , 

)()1( 22 tt Ω⊃+Ω , 
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( ) ( ) ( )
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fe
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)1())(1()1({)1( 2222 +=++∈=+ txtXtta ωω ΩΩΩΩΩΩΩΩ meets the condition        

imposed by the  C2}, 

:)1(,,3 +tP ae
 K ]1,0[)1(3 →+t , )1(,

)1(

1
))(( 3

3

,,3 +Ω∈∀
+

= t
tn

tP ae ωω  

)()1( 3,,2 tPtP ae ≠+ , K3(t+1)= B (Ω3(t+1)),  )()1( 33 tt ΩΩΩΩΩΩΩΩ ≠+ , 

)()1( 33 tt ΩΩΩΩΩΩΩΩ ⊃+ . 

Also happens 

∈∀ A  K ( )1+t  with ( ) ( ) }),()1({ 112 21
AprAprfetfA tte +Ω+Ω ×∈+Ω∈=  and 

=feA ,   ={ ( )( ) ΩΩΩΩΩΩΩΩ ∈+∈ gfetg ,,13 ( )1+t   }, 

P ( ) =A ( ) { }( )
( )( )

∑ ∑
+∈ +∈

⋅+
1 1

1

1 2

1
te tf

etP
ΩΩΩΩ ΩΩΩΩ
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fe

fe

e

e AtPAtP ,

,,3,2 11 +⋅+  

2. If x3(t) does not meet the condition imposed by C3, then the probability model of 

S(t+1) is represented by the three-dimensional random variable 

))1(),1(),(()1( 321 ++=+ tXtXtXtX , defined on the probability space 

(Ω ( )1+t ,K ( )1+t , P ( )1+t ), where: 

( ) )1()1()(1 321 +Ω×+Ω×Ω=+Ω tttt ,K ( )1+t =K1(t)×K2(t+1) ×K3(t+1) 

and ( ) :1+tP K ( )1+t ]1,0[→  , 

),1()1()(),,( 321 +Ω×+Ω×Ω∈∀ tttgfe        
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It is the same case for  ∈∀A  K,  having Ae and feA , from above,  
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4. CONCLUSIONS 

 These are the conclusions on the β  dependence. 

1. The conditions 3,1, =iCi  are of a deterministic nature and they form 

an interface between the S system and the outer environment. This 

way the system is open and they allow a cybernetic approach to it, 

because there is the possibility to regulate through economic or other 

measures. 

2. The conditions 3,1, =iCi  are bivalent: accomplished/non-

accomplished. It is possible to formulate multivalent conditions, which 

would refine communication with the outer environment. 

3. The nature of the three components belonging to the β  dependence is 

different. Thus, the a) and b) dependences refer to the influence of a 

random variable  on the following one, while the c) dependence is a 

feedback type, and it introduces a circulation relation between 1X  and 

3X . 

4. If at t  and 1+t  moments those three conditions are fulfilled, then the 

random variables ( ) 3,1,1 =+ itX i  are defined on the various 

probability spaces, which differ from those at 1+t  and 2+t  moments. 

5. If there is a time span 
*

N⊆T so that all conditions are not fulfilled, 

then ( ) ( ) 3,1,,1 =∈∀=+ iTttXtX ii . In this instance, between those 

three random variables of S system, the β  dependence is not 

displayed and the classical regression study makes sense. Also, in the 

hypothesis that S  system is a subsystem of the S  system, between 

those three random variables there may exist another dependence, 

which is displayed at the level of the S  system. 

 

ANNEX 

 

PROPOSITION P. Let GFE ,,  be sets that are at the most numerable. Then the 

probabilities P  on the measured  space ( )( )GFEPGFE ×××× ,  , where ( )MP  is 

the set of sides of the set M , are in one-to-one and onto correspondence with the systems 

( ) ( ) ( ) { }( )( )
0,

,

0, ,, >∈>∈ fQFf

fe

eQEe

e
eQQQ , where Q  is a probability on the measured  space 

( )( )EPE, , EeQ e ∈,  are the probabilities on the measured  space ( )( )FPF , , but 

feQ ,
 are the probabilities on the measured  space ( )( )GPG, . The correspondence is thus: 

to one probability P  on the measured  space ( )( )GFEPGFE ×××× ,  attaches  

probabilities: 
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{ } { } { }( )
{ } { }( ) { } { } { }( )gFEP
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gfeP
Gfe ××=

××
××

×× , where 
eQ  and 

feQ ,
 are 

    conditioned probabilities; 

to one system ( ) ( ) ( ) { }( )( )
0,

,

0, ,, >∈>∈ fQFf

fe

eQEe

e
eQQQ  attaches the probability P  on the 

measured  space ( )( )GFEPGFE ×××× , , with 

                    { } { } { }( ) { }( ) { }( ) { }( )gQfQeQgfeP fee ,=×× , 

and for ( )GFEPA ××∈  with ( ) ( ) ( ){ }AprAprfeFfA FEe ×∈∈= ,  and  

 ( ){ }AgfeGgA fe ∈∈= ,,, , we have  

( ) { }( ) ( ) ( )∑∑= fe

fe

e

e AQAQeQAP ,

,
 

or ( ) ( ) ( ) ( )∫∫= fdQedQAQAP e
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fe

,

,
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