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Abstract The paper proposes a solution, designed to identify and to ana-

lyse the spatial concentration of economic activities. Statistical methods of data 

analysis adapted by us are used to provide relevant results for analysis of eco-

nomic and spatial data, and to support the research conclusions. The analysis of 

spatial concentration of economic activities is done at the national and regional 

levels and is based on two types of data: spatial and economics. A model of analy-

sis, based on Principal Component Analysis (PCA) and cluster analysis methods 

has been proposed in the paper. A software component has been designed and im-

plemented in order to manage the economic and spatial data, and to develop the 

data analysis. A case study for energy industry of Romania has been proposed In 

order to apply the proposed analysis. This kind of analysis is useful for policy mak-

ers, entrepreneurs and economic analysts to investigate and evaluate the spatial 

distribution of economic activities, in order to support their decisions. 

Key words: PCA, cluster analysis, economic concentrations, GIS, data 

modelling. 
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1. Introduction 

Economic activities start, grow and develop in space. Natural resources are 

spatially distributed in a non-uniform way; typically they are concentrated in some 

places while they are scarce or absent elsewhere. Economic activity tends to follow 

the localisation pattern of natural resources. Disparities in the geographical distri-

bution of resources and economic activities generate differences in wages, levels of 

wealth and well-being, and different degrees of control over local development. 

According to McCann (2001), most activities developed in one industry tend 

to be spatially concentrated. Subsequently, suppliers, support services and com-

mercial activities take place in the immediate vicinity of such localised production 

activities. At the same time, not all activities are implemented in the same location. 
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Some activities can be scattered over large areas and goods shipped over large dis-

tances.  

Spatial behaviour of companies depends both on the attributes of each com-

pany itself and upon the regional context. In a region with a prevalent industry sec-

tor, any change of its economic performances will have a large aggregate impact on 

the entire region. 

To cope with the two contradictory phenomena, general globalization and ad-

ministrative management at regional level, detection of economic concentration ar-

eas in one industry helps to address cooperation issues between companies. Such 

cooperation between companies located in the same area triggers synergies in day-

to-day operations (such as economy of scale in infrastructure cost sharing and 

group tariffs for inputs) but also brings new opportunities and win-win situation 

that both individual companies and the whole region benefit of. In this regard, 

(Pavlinek, 2005) is distinguishing two attributes of new investments: embedded-

ness (integration in local and regional economies) and path dependency (greenfield 

vs brownfield investment).  

Identifying concentration areas for economic activities developed in one in-

dustry sector is useful in developing this kind of analysis. The approach described 

in this paper uses the natural widespread of economic activity, function on the lo-

calisation of companies acting in a specific industry. 

Based on our literature review, the best methods used to identify the spatial con-

centration of economic activities are: the location quotient method (Porter, 1990), 

the Ripley’s K-method (Porter, 1990), and spatial autocorrelation (Porter, 2003). 

This paper proposes an approach based on statistical methods for data analysis to 

identify spatial economic concentrations, by using economic and geographical 

data.  

The spatial features used to develop the analysis are administrative territorial 

units at NUTS2 and NUTS3 (Nomenclature of Territorial Units for Statistics) lev-

els.  

A software module has been developed and implemented in order to manage 

the economic and spatial data, to perform the data analysis, and to present the re-

sults using a GIS (Geographical Information Systems).  

The proposed solution has been tested for a case study applied for energy industry 

of Romania. In the case study Romania’s administrative territorial units are used as 

spatial data and the following economic indicators: turnover, number of employees 

and number of companies for each activity as described in NACE rev. 2 (Statistical 

Classification of Economic Activities). 

The structure of this paper is as follows. Section 2 sets out a theoretical 

framework and describes the methods used to measure the spatial concentration of 

economic activities. Section 3 presents the research methodology. Sections 4 and 5 

introduce the Principal Component Analysis (PCA) and cluster analysis methods 

used to set up the data analysis. In the sixth section we tackle about the implemen-
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tation of model proposed for our analysis, and the main research results. Finally, 

there is a statement resuming the conclusions.  

 

2. Methods to Commeasure the Spatial Concentration of Economic Activities  

In order to set up the analysis of spatial economic concentration, all regions of 

the target geographical space have been characterized by determining concentra-

tion, specialization and diversity of economic activities occurring inside each re-

gion.  

Location quotient method has been used to determine the degree of concentra-

tion of one economic activity in a specific region. 

In the literature (Andersen et al, 2006), two methods are available for computing 

location quotient: by using the degree of concentration of population by areas, or in 

relation with the average level of activities at national level.  

In the first option, the location quotient allows measuring the geographic dis-

tribution of activities, in relation with the concentration of population as follows: 

i

ij
ij

P

p
q ,  

where, i is region, j is activity, pij is the share of region i in the activity j, at national 

level and Pi is the share of population from region i, in the total population.  

The contribution of the region i at the activity j is computed as follows: 
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where n is the number of the regions and xij is the level of the activity j in the re-

gion i. 

The region i is considered specialized in the activity j if the share of this re-

gion in the activity j is greater than the share of its population in the total popula-

tion. 

The second way to compute the location quotient is to divide the average level 

of the activity j from the region i to the national average level of this activity.  

The formula of location quotient for this case is: 
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where, m is the number of activities. 
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A value of qij less or equal with 1 suggests that the region i is not specialized 

in the activity j. A higher value of qij shows a region with a higher degree of spe-

cialisation. 

The coefficient of location may attain high values if all the economic activity 

is concentrated within a single region. A normalized location coefficient can be 

calculated by using the formula: 

1

1

ij

ij
ij

q

q
qn . 

The values of the normalized location quotient vary in the range [-1,1). The re-

lation between q and qn is illustrated in figure 1. In a region without any activity (q 

= 0) the qn value is -1. For the extreme value of q (q=1), the value of qn is 0. We 

can talk about specialization for values of the normalized location quotient greater 

than 0. Closer to 1 are the values of the index, the higher is the degree of speciali-

zation of the region. 

 

Figure 1. The relationship between the location quotient and the normalized  

                location quotient 

 

 
 

The coefficient of specialization is determined by aggregation of location quo-

tients for one activity, from a region. The index is computed at the region level and 

reflects the degree of specialization of a geographic region. The formula used to 

calculate the coefficient of specialization is the following: 
m

j

iji qn
m

qsp

1

1
. 

The lower (close to 0) is the value of this index calculates for a region, a more 

faithful image the region can be considered for the distribution of the economic ac-

tivities at national level. Greater values for the coefficient of specialization can be 

obtained from both small and high values of the normalized location quotients. 

Both the existence of one economic activity over the average level, and the lack of 

the economic activity define a specific profile for a region. 

When the coefficient of specialization is closer to 0, the region does not have a 

specific profile. 



Analysing the Spatial Concentration of Economic Activities: A Case Study of 

Energy Industry in Romania 

 
The diversity index can be used to determine the diversity of the economic ac-

tivities developed at the region level. This index is used to identify the level of ho-

mogeneity of one region, from economic point of view. The formula used to com-

pute the diversity index is derived from the Shannon formula, used in the 

information theory and has the following form: 

ij

m

j

jii ppE ln

1

, (5) 

where, pij is the share of the activity j, developed in region i. 

The index can be computed at the national level too. 

j

m

j

j PPE ln

1

, 

where, Pj is the weight of the activity, at the national level. 

The greater the values of diversity index are, the greater is the diversity of eco-

nomic activities developed in the specific region. 

 

3. Research Methodology  

Spatiality influences the way in which an economic system works. It is a 

source of economic advantages or disadvantages such as high or low endowments 

of production factors. It also generates geographical advantages, like the easy, or 

difficult accessibility of an area, and a high or low endowment of raw materials. 

Space is also the source of advantages achieving from the cumulative nature of 

productive processes in space. 

In order to analyse the spatial concentration of economic activity from one 

specific industry we are using two components of analysis: economic and geo-

graphic.  

The geographic component of our analysis takes into account geographical 

proximity of territorial administrative units. 

Territorial administrative units are represented in GIS using spatial data of polygon 

type. In this case, geographic parameters used in the analysis are the polygon coor-

dinates of the centroid of the territorial administrative units. The centroid is deter-

mined by using the geographical coordinates of a plane.  

Both economic and geographical data are used to perform the analysis in this 

case study: two geographical coordinates and three economic data sets. The num-

ber of economic data sets available is usually higher than the number geographic 

parameters whose number will always remain two. In this case, the geographical 

parameters will have lesser importance in the clustering process. Regardless of the 

number of indicators taken into consideration, the share of economic component of 

our analysis can be adjusted by replacing the indicators, with the first principal 

component and its weight, accordingly. From informational point of view, first 
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principal component can replace the basic indicators because it represents their in-

formational synthesis. 

The economic component is composed of economic indicators like: productiv-

ity, employment, real wages, profits, turnover and gross investment, provided for 

one or more activities.  

A principal component analysis (PCA) method has been adapted to develop 

data analysis (Jolliffe, 1986). Principal component analysis method seeks the axis 

which the cloud of points representing the instances, are closest to each others. The 

criterion is to have a variance of the projection as big as possible. On the other 

hand, PCA transforms the initial correlated variables in new uncorrelated variables 

to each other: the principal components. PCA method is useful to identify and pre-

serves the informational structure of data. 

Some steps have been completed to set up the model of analysis, as following: 

1. A data based with economic indicators for each territorial administrative unit 

and for each economic activity, by using the NACE codes, has been create: 
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, k = 1, p, 

where p is the number of activities, q is number of indicators, n is number of terri-

torial administrative units, Iijk is the value of indicator j for unit i and for activity k. 

2. By using the values of economic indicators stored in the data base, the location 

quotients are computed, for any indicator (j), by using the following formula: 
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3. The normalized location quotients have been calculated by using the formula: 

1

1

ij

ij
ij

q

q
x . 

4. The C principal components matrix is achieved starting from the X matrix of 

normalized location quotients (or simply location quotients). 

5. A cluster analysis method has been used in order to identify the most appropriate 

groupings and to design the clusters. 

6. A top of the clusters, by using an average location quotient is generating. Only 

clusters with location quotient greater than 1 have been highlighted. 
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4. Principal Component Analysis  

The principal components (Ruxanda, 2001) are created to satisfy the following 

conditions: 

1. To be a linear combination of the model variables and to have the maxi-

mum variance among them; 

2. To be uncorrelated among them.  

The first condition ensures a maximum representativeness across the initial 

variables. The last condition ensures components based separation for the signifi-

cant characteristics of data. Thus, the first principal component takes over the 

maximum value of the original variables variance. The second component being 

uncorrelated with the first one, it takes over the maximum value of the remaining 

variance, and so on. The initial variables are the location quotients, calculated 

based on the economic indicators. The number of variables is equal with the num-

ber of indicators. 

The first principal component is calculated by using the formula: 

C1 = a11X1+  ... + aj1Xj + ... + am1Xm, 

where m is the number of variables, Xj, j =1,m are column vectors of the initial 

variables, aj, j =1,m are the linear quotients used to obtain the principal component. 

The relation: C1 = a11X1+  ... + aj1Xj + ... + am1Xm becomes C1 = X∙a1, where 

a1=

1

11

...

ma

a

, if it is written in a matrix form. 

From a geometrical perspective, the problem assumes that the elements space 

is reorganised by identification of a new orthonormal axes system, according with 

the principal components. Thus, the C1 vector contains the elements projection on 

an axis having as unit vector the a1 vector ( 111 aat
). The component variance is: 

n

i

ic
n 1

2

1

1
, where n is the number of elements and 1ic is the projection of the i ele-

ment on the axis. 

According with the first condition used to determine the principal compo-

nents; this value must be the maximum. The variation of the first principal compo-

nent written in a matrix form is: 
n
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n 1
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tttt
. 

The conditions used to identify the first axis and, by default, for the first prin-

cipal components are: 
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The problem is solved by using the multiplier Lagrange method, and results 

that the a1 is the eigenvector of the XX
n

t1
 matrix corresponding to the biggest ei-

genvalue, 111

1
XaXa

n

tt
. The others principal components are obtained in the 

same way by using, in addition, the condition for the orthogonal axis. Thus, for any 

component, k, the conditions are: 
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The importance of the principal component is given by its variability, 

k

tt

kk XaXa
n

1
. The variants of the principal components are determined as ei-

genvalues of the correlation matrix. By all means, given up particular principal 

components, lead to a loss of information. But the amount of lost information is 

small because the information we gave up contains components with small vari-

ability. The loss of information due to decreased dimensionality is: 

m
I

k

j

j

1
1 , 

where k is the number of principal components taken into account, and αj is the j 

eigenvalue (is the eigenvalue of j order).  

The loss of information is irrelevant in this case because the indicators used to 

compute the level of concentration of one economic activity are correlated each 

with the others. 

Industries can be aggregated in function of desired clusters. The relative im-

portance of the economic component (compared to the geographic component) is 

determined by the number of economic indicators included in the analysis. If the 

number of indicators is big, the share of economic component is high compared to 
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the geographic component. On the other hand, removing some economic indicators 

from the analysis leads to a loss of relevant information. 

In these conditions, the solution proposed in the paper allows the user to 

choose the proportion between the economic and geographical components of the 

analysis.  For an equal share of the two components, the first principal component 

method has to be used, with a weight equal to 0.5 for economic indicators, and 

weights equal to 0.25 for both centroid parameters. 

 

5. Cluster Analysis 

The typical goals of a cluster analysis include detecting representative cases 

from a large dataset to support data reduction, identifying natural clusters in a data-

set to give insight into what cases are grouped together. Essentially, cluster analysis 

identifies clusters that exist in a given dataset (Han et al, 2006).  

One advantage of cluster analysis is the multidimensional aspect. The input 

may contain several indicators for many linked activities. 

A cluster is a collection of cases that are more similar to others, than cases 

from other clusters.  

A set of clusters is considered to be of a high quality if the similarity between clus-

ters is low and the similarity of cases within a cluster is high.  

Most of the scientific papers published in cluster analysis research area, outline the 

possibility of using three types of algorithms: hierarchical, non–hierarchical and 

mixed algorithms.  

In this paper, we proposed an improved version of the Bisecting K-Means al-

gorithm. Bisecting K-Means is a mixture between hierarchical and K-means algo-

rithms (Savaresi, Boley, 2001). This algorithm creates a hierarchy, in a top-down 

manner, as the Greedy technique. In each step, the cluster with the biggest intra-

class variance is divided into two clusters, by using the traditional KMeans algo-

rithm. The implementation used in this study is presented in the table 1. 

Consider a set of n instances, measured on each of m attributes or variables. The 

n×m matrix of values will be denoted by X.  

A cluster is stored in a list of integers, indexes of instances, with values from 1 to 

n. A partition is stored as a list of clusters (L).  

The algorithm either provides a predetermined number of clusters (k), or uses 

a criterion that limits the number of clusters to a value that is considered optimum. 

The usage of this criterion distinguishes the implementation proposed in this paper 

by other implementation forms, available for Bisecting KMeans algorithm. 

The choice is done by the fullSplit parameter that is of Boolean type. At each divi-

sion step, the variance within the class decreases and the variance among classes 

are increased with the same value. The optimum criterion proposes the limitation to 

the partition having the maximum variance within class per cluster.  

For any partition, Li: 

T = Wi + Bi, i = 1,n-1, 
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where T is the total variance that remains constant, for all partitions, Wi is the 

within class variance and Bi is the variance among classes. 

A partition is more coherent if the within class variance is bigger. Generally, the in-

ter-class variance grows less in each division, but the coherent doesn’t uniformly 

increase.  

In the proposed solution we are looking for to identify the partition having the 

maxim of coherence. This corresponds to the maximum variance within a class di-

vided by the number of the clusters from partition, kB : 

  
1i

B
B i

i

k Max , for i = 1,n-1.  

Table 1. Bisecting K-Means 

 

Procedure BisectingKMeans(X,C,n,m,k,fullSplit;L) 

call Add(L,{1,2,...,n}) 

// In each step, one cluster is divided into two clusters 

pastBetweenVar = 0 

for i=1,k-1 

 call SelectCluster(L,X,n,m;SplitCluster) 

 call KMeans(SplitCluster,X,C,n,m 

   ;LeftCluster,RightCluster) 

 call DeltaW(SplitCluster,LeftCluster,RightCluster, 

  X,n,m;d) 

 currentBetweenVar = pastBetweenVar + d 

 if currentAvgBVar/(i+1)≥pastAvgBVar/i||fullSplit=true 

  call Add(L,LeftCluster) 

  call Add(L,RightCluster) 

 else 

  break; 

 endif 

endfor 

return  

end 

 

The meaning of the functions is the following: 

SelectCluster – the cluster with the maximum variance is selected, from current 

partition; 

KMeans – applies the classical KMeans algorithm to divide a cluster in two clus-

ters; 

DeltaW – computes the variance loss within a class at the current division; 

Add – adds a cluster at partition. 

First division of instances using the classic KMeans algorithms is done by applying 

the first principal component as follows: the instances with values below the aver-

age value are included in the first cluster, while the instances with values above the 
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average value will create the second cluster. In this way, the number of steps for 

splitting the cases into clusters decreases in a significant way.   

But the goal of our research is to perform the cluster analysis on a territorial 

profile. So, we have to sort the clusters function of specific activity intensity in ter-

ritorial administrative units. This classification can be done by calculating the loca-

tion quotient (Ripley, 1981). As it has been presented in the Section 2, the location 

quotient is calculated as share of one activity developed in a territorial unit, func-

tion on its share at the entire level. A value for this quotient less or equal with 1 

means that the region is not specialized in that activity field. Values greater than 1 

means the region is specialized in that activity more or much more function of the 

value.  

For identifying the clusters, we propose to use an average location coefficient 

calculated by using the X matrix, at the cluster level: 
kn

ki

m

j

ij

k

k x
mn

Q

1

1
, 

where k is the cluster and nk is the number of the items from cluster. 

 

5. Model Implementation and Main Results 

The above model of analysis has been implemented as an ArcMap extension 

associated, with a map document containing Romania’s counties (NUTS 3) and re-

gions (NUTS2). Users can select the administrative unit level used to generate 

clusters, the clustering methods and the name of economic activity for which the 

analysis has to be performed, using a customized interface.  

The results are presented in different ways: by using cartograms (Dârdală, 

Reveiu, 2012), in a graphic form and in a table form. 

A database with economic indicators, aggregated based on the NACE code and on 

the location of companies, has been created by using the indicators collected from 

Romanian companies that have reported turnover and the number of employees, for 

year 2011. 

Data is summarized by using principal components analysis, followed by the 

cluster analysis applied to one, two or more main components plus geographic cen-

troid, in order to identify the groups of counties with the same profile.  

In the last step we have to order the clusters by using an average location quotient. 

Only clusters with location quotient greater than 1 will be highlighted. The proc-

essing stream is illustrated in the figure 2. 
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Figure 2. Processing stream of model implementation 

 
 

This section presents an analysis of the spatial distribution for the economic 

activity developed in production and supply of electric and thermal energy, gas, 

steam and air conditioning (NACE code 35) and its sub-activities.  

The main indicators used are: the number of employees in the specified industry, 

the turnover of companies acting in the industry and the number of companies. For 

each of these indicators, the location quotients have been calculated. The classifica-

tion algorithm used is a version of Bisecting KMeans, with improvements pre-

sented in the previous section.  

To analyse the economic industry with NACE code 351, namely Electric 

power generation, transmission and distribution industry, we considered two sce-

narios: 

1. The clustering is done by using the location quotients calculated based on 

the economic indicators, without taking into consideration the geographic compo-

nent. The results are figured on the map with the territorial distribution of the eco-

nomic activities, as is shown in figure 3. The algorithm of classification generates a 

division of Romania’s counties in four groups. In the legend of the map, the aver-

age values per cluster, for the values normalized location quotients are displayed. 

The clusters are figured by using a colour ramp, and are ordered according with the 

average values of location quotients.  

In this scenario only the economic indicators are included in the analysis. It 

doesn’t take into consideration the spatial coordinators of the economic activities 

analysed. This explains a slight spatial dispersion of the elements component of 

each cluster.  
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Figure 3. Spatial distribution of the clusters identified in Electricity, gas, steam 

and air conditioning supply industries, by using only the economic component 

of analysis 

 
The cluster with the highest economic activity has only one unit, namely Dolj 

County. This result could be explained by the natural resources available in this 

county: power plants burning coal extracted in this area. The specific profile of 

each cluster can be determined through detailed analysis done for each sub-activity. 

In the table 2, normalized location quotients are presented for the following sub-

activities: production (NACE 3511), transmission (NACE 3512), distribution 

(NACE 3513) and commercialization (NACE 3514).  

In the table 2, the results for the first two clusters have been presented, with the av-

erage value of normalized location quotient greater than 1. We see that in the sec-

ond cluster (with the average value of 0.94486339), the administrative units with 

activities of transmission, distribution and commercialization of electricity. 

 

Table 2. Structure of clusters with an intense activity in Electric power genera-

tion, transmission and distribution industry, function on their sub-activities  

 
Unit\Caen NACE=3511 

Production of 

electricity 

NACE=3512 

Transmission 

of electricity 

NACE=3513 

Distribution 

of electricity 

NACE=3514 

Trade of 

electricity 

 Cluster 1 

Dolj 7.7 0 4.138 5.385 

 Cluster 2 
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Brasov 0.561 2.427 2.4 2.074 

Iasi 0.263 0 4.019 1.904 

Bucharest 1.277 2.434 1.081 7.803 

Cluj 0.448 0 2.16 1.917 

Prahova 0.757 2.619 2.853 0.441 

 

2. Identifying the spatial clusters, by using the first principal component and the 

centroid values.  

By taking into consideration the centroid values, the resulted clusters are 

strongly influenced by the geographic proximity among administrative territorial 

units. The resulted clusters are more consistent, from territorial distribution point of 

view, and are spread into more compact areas. The weight of principal component 

can vary function on the importance of economic factor. The territorial distribution 

map presented in figure 4 uses a share of 60% for the principal component. 

 

Figure 4. Concentration areas in Electric power generation, transmission and 

distribution industries, determined by using both economic and geographic 

components of analysis  

 
 

The production of gas and distribution of gaseous fuels through pipelines 

(NACE code 352), is concentrated in few counties. The most stable partition has 

two clusters, one cluster with only one county (Mures), and the second cluster with 

the remaining counties. However, for a more detailed highlighting of the distribu-
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tion of this economic activity in space, we have built a partition with four clusters, 

as shown in table 3. 

 

 

Table 3. Structure of clusters having intense activity, function on their sub-

activities for Manufacture of gas distribution of gaseous fuels through mains 

industries 

 

Unit\Caen NACE=3521 

Manufacture 

of gas 

NACE=3522 

Distribution of 

gaseous fuels through 

mains 

NACE=3523 

Trade of gas through 

mains 

 Cluster 1 

Mures 0 11.061 35.526 

 Cluster 2 

Botosani 11.965 0 0 

Giurgiu 10.528 0 0 

 Cluster 3 

Tulcea 0 2.316 0 

Iasi 0 1.862 0 

 

 

 

The first three clusters have the average value of location quotient greater than 

1, and the results are presented in figure 5. The analysis of internal structure of this 

activity points out two regions with strong production activity, in the second clus-

ter, and a significant presence of distribution activity, in the third cluster. Mures 

County is distinguished in the distribution and trade of gas activities, being in the 

neighbourhood of the main gas tank operated in Romania. 

The use of geographic component in our analysis highlights a more intensively 

presence of this activity in the East and Southeast regions of Romania, as presented 

in figure 6. This phenomenon could be explained by the presence of natural gas 

distribution and commercialization by pipeline activities in these regions, in con-

nection with the gas imports from Russian Federation. 
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Figure 5. Concentration areas in Manufacture of gas; distribution of gaseous 

fuels through mains industries, computed from economic indicators only 

 
 

Figure 6. The concentration areas in Manufacture of gas, distribution of gase-

ous fuels through mains industries, determined by both economic and geo-

graphic components of analysis  
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6. Conclusions 

The method of analysis proposed in this paper succeeded to identify clusters 

of territorial administrative units having similar features from purely economic 

point of view, or by taking into consideration both the economic indicators and the 

proximity of the administrative units.  

It is based on principal component analysis and cluster analysis methods and 

represents an improved version of the Bisecting K-Means algorithm. The proposed 

algorithm, which is a mixture between hierarchical and K-means algorithms, con-

tains a limiting criterion to an optimal number of clusters. Partitions created in this 

way are more stable and have more significance. This algorithm creates a similar 

top-down hierarchy as the Greedy technique. 

The results of this analysis are useful for policy makers, entrepreneurs and 

economic analysts to investigate and evaluate the spatial distribution of economic 

activities, for decision making. 

The results of this research are important for the next stages of our research 

aiming to design a sustainable energy model for Romania. 
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