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Abstract. The objective of this paper is to predict the price of the Sukuk 
index using artificial intelligence models. The Dow Jones Middle East and North 
Africa (DJMENA) Sukuk indices and the Dow Jones Gulf Cooperation Council 
(DJGCC) Sukuk indices were chosen as data sets. In addition to the Long Short-
Term Memory (LSTM), Recurrent Neural Network (RNN), and Radial Basis 
Function Neural Network (RBFNN) models in the literature, a new RNN-based 
artificial neural network model has also been developed. As a result of the 
research, the MAE values obtained from the DJMENA data set for LSTM, RNN, the 
proposed model, and RBFNN, respectively, are 0.95, 0.32, 0.22, and 1.16. The 
MAE values of 1.24, 0.49, 0.20, and 1.58 were obtained for the DJGCC dataset, in 
the same order. The best predictive performances of the model are (1) the proposed 
model, (2) RNN, and (3) LSTM, and the lowest performance, (4) RBFNN, 
respectively. The main contribution of the study is the comparison of RNN, RBF, 
and LSTM models in the estimation of DJMENA and DJGCC indices and the 
development of a new RNN-based model that provides the best performance. 

Keywords: Long Short-Term Memory, Recurrent Neural Network, Radial 
Basis Function, Artificial Intelligence, Sukuk Index Forecasting.  
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1. Introduction 
 
The enormous increase in global funding needs, the diversity of financial 

instruments, and the availability of new financial products such as Sukuk have 
increased the importance of financial forecasts for effective decision making in 
investment strategies. 

Time series forecasting has an extensive study background and is still a hot 
topic in the literature. Most of the existing researches has focused on increasing 
and improving the prediction accuracy of neural networks and deep learning. 
Artificial Neural Network (ANN) and Deep Neural Network (DNN) have 
significant advantages in terms of modeling nonlinear relationships with high 
accuracy even if there are extreme values [1], the ability to work with incomplete 
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and erroneous data and to work with qualitative data as well as quantitative data 
[2]. These advantages cause Artificial Intelligence (AI) models to be used more 
and more day-to-day to forecast financial data. 

Previous studies reveal that they have high accuracy in forecasting stock 
prices [3], stock market indices, exchange rates, cryptocurrencies, and gold prices. 
Ma, compared Long Short-Term Memory (LSTM), ANN, and Autoregressive 
Integrated Moving Average (ARIMA) models for stock price forecasting and, as a 
result, found that LSTM is superior to others, and ANN is better than ARIMA [4]. 
As similar, Huang et al. combined a genetic algorithm with LSTM for forecasting 
the financial data and found LSTM was superior to the baseline models[5]. Berradi 
et al. forecasted the stock prices by combining Recurrent Neural Network (RNN) 
and Principal Component Analysis (PCA) methods [6]. Chandra and Chand 
developed ANN-based and RNN-based. mobile application and demonstrated that 
RNN has better generalization ability compared to ANN for real-world time series 
problems [7]. Besides, there are algorithms developed based on Radial Basis 
Function Neural Network (RBFNN) for stock price and trend forecasting [8] or 
option price validation. Durojaye and Odeyemi proved that RBF model was an 
adaptable interpolation method to evaluate option prices [9]. Although AI models 
are being used more and more to predict various financial data, there are still 
specific topics in finance that have not been studied much using AI. The sukuk, the 
Islamic capital market instrument, is among these issues. 

Securities structured as asset-backed or asset-based in order to meet the 
financing needs in accordance with Islamic principles in capital markets are called 
Sukuk [10]. They give the investor undivided ownership right over the underlying 
assets and, accordingly, the right to receive a share from the income or profit at the 
rate of participation. Sukuk must comply with the principles of primarily the 
prohibition of interest, the prohibition of gambling, the prohibition of speculation, 
the principle of profit-loss-risk sharing, asset-based financing, etc. In recent years, 
especially socially responsible sukuk and green sukuk have attracted the attention 
of western countries in long-term environmentally friendly project financing. 
Sukuk, the newest asset class in the finance industry, the global market reached $ 
543.4 billion, which represents 22% in 2.5 trillion dollars of global Islamic 
financial assets, in 2020 [11].  

The strong growth of Islamic finance in recent years has also led academic 
studies to focus on sukuk. There have been limited studies on the analysis of Sukuk 
data using AI. These limited eligible studies mostly classify the Sukuk credit risk 
rating grade [12], [13]. However, studies that forecast Sukuk or Sukuk index prices 
with AI systems are almost negligible. Çetin, forecasted Sukuk prices with the 
ANN model by using volatility, dollar, S&P Sukuk indices ,and Eurobond prices as 
input variables [10]. Hila et al, predicted the Sukuk data by using the outputs of the 
moving average model as the input of the ANN model [14]. 

 Therefore, to fill the gap in the literature, this study aims to forecast the 
prices of the S&P Dow Jones Sukuk index with fundamental and advanced AI 
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models. In line with this, two regions were selected to analyze: (i) S&P MENA, 
dollar-denominated, investment Sukuk issued in the Middle East and North Africa 
(MENA), and (ii) S&P GCC, dollar-denominated, investment Sukuk issued in the 
Gulf Cooperation Council (GCC) countries. The Dow Jones Sukuk index is the 
first published index and is widely used as a benchmark rate of return for investors 
around the world. Benchmark rate refers that investor consider before decision-
making regarding their investments to reducing the risk and uncertainty in the 
Sukuk markets.  

Sukuk index prices are forecasted with four different models as RBFNN, 
RNN, and LSTM. In addition to these models, a new RNN-based architecture has 
been proposed to forecast the prices of the Sukuk index. In particular, the proposed 
RNN-based model ensured that the data at t-1 and t periods of time can be used as 
input in the internal structure of the proposed architecture. Through this 
methodology, three important research questions are tried to be answered:  

(Q1) What are the determinants of forecasting the Sukuk index? 
(Q2) Is there any difference in forecasting performance between artificial 

intelligence models such RBFNN, RNN, LSTM, and proposed RNN-based model? 
(Q3) Do the forecasting performances of the applied models differ 

regionally?  
The contributions of the research are as follows: 

• Developing and testing of a new RNN-based proposed model to forecast 
sukuk index prices.   

• Comparison of the success of Sukuk index forecasting with a new deep 
learning method LSTM and the fundamental AI methods such as 
RBFNN and RNN. 

• Determining the predictors of Sukuk index prices such as the Volatility 
Index (VIX), the Dollar Index (DXY) and bond prices. 

The study is presented in six sections: Section 2 determined the datasets, 
inputs, and outputs data along with explained the methodology. Section 3, 
explained the experimental study and the hyper-parameters used in the study. 
Section 4 presented the findings of the designed models and displayed the error 
functions used and their results. Section 5 discussed the successful performance of 
the proposed models and the results of the analysis in the perspective of financial 
time series and Sukuk markets. 
 

2. Material and Method 
 

The success of an AI algorithm depends on clearly stating the problem and 
properly modeling the complex nonlinear relationship between input and output 
variables. In particular, the determination of input variables in the prediction of 
financial time series with artificial intelligence is of significance, as it directly 
affects the performance of the model. The features used in the study were 
determined using the index-based approach. Thus, the power of index values to 
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represent many parameters with a single value was utilized. The preferred index-
based approach has two major advantages: 

Since the input parameters are reduced, the model is simplified and 
unnecessary computational load is avoided. As all parameters will affect the index 
data, data loss is prevented as much as possible. The indices used as input 
parameters in the study were determined on the basis of economic theories and 
empirical studies in the literature. Input variables; (i) S&P Bonds, (ii) VIX, (iii) 
DXY indices, and the output variable is the DJ Sukuk index. The variables used in 
the study are presented in Table 1. 

 
Table 1. Output and inputs parameters 

DATASETS OUTPUT INPUTS
Y X1 X2 X3 

Dataset 1 DJGCC S&P GCC Bond VIX DXY 
Dataset 2 DJMENA S&P MENA Bond VIX DXY 

 
2.1. Description of datasets 
In Table 1, while the output is shown with the Y notation, the inputs are 

shown with the Xn notation. Data that could not be provided due to missing data 
and differences in vacation dates were removed from the set, and as a result, 1880 
daily data between 30 August 2013 and 25 February 2021 were obtained.  

First input parameter is the VIX index, which is defined as an indicator of 
investors' fear. It is designed to measure the market expectation of 30-day volatility 
by S&P 500 Index option prices. The VIX index published by the CBOE is the 
most comprehensive and widely used index to represent market risk. 

The second input parameter is the DXY index which reflects the value of 
the dollar against the weighted geometric average of a basket of major currencies 
(Euro, Japanese Yen, British Pound, Canadian Dollar, Swedish Krona, and Swiss 
Franc). Since the Dow Jones Sukuk indices dollar-denominated Sukuk issuances, 
they sustained currency risk. The DXY index is included in the study to represent 
the exchange risk.  

The third input parameter is the bond prices. It is an interest-based and 
fixed-income instrument that represents a loan made by an investor to a borrower, 
typically corporate or governmental issuances. There are many studies in the 
literature that reveal a high relationship between Sukuk and conventional bonds 
[15], [16]. S&P GCC Bond expresses the bonds issued on Gulf Cooperation 
Council markets, and the S&P MENA Bond expresses the bonds issued in the 
Middle East and North Africa countries.  

The output parameters of the system are the S&P Dow Jones GCC 
(DJGCC) Sukuk Index and the S&P Dow Jones MENA (DJMENA) Sukuk Index. 
S&P Global issues regional Sukuk indices such as DJGCC and DJMENA. DJGCC 
express dollar-based Sukuk issued in Gulf Cooperation Council markets, DJMENA 
express dollar-based Sukuk issued in Middle East and North Africa countries.  
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2.2.4 Proposed RNN model 
RNN models are preferred because they produce successful results in the 

forecasting of the time series. However, fundamental RNN models may be 
insufficient if the time series is affected by the lag length and contains strong 
structural fractures. A new RNN-based model was developed to increase prediction 
performance due to the existence of the conditions mentioned in the datasets used 
in the study. 

In the proposed model, the structure presented in Figure 5 was created in 
order not to be affected by fractures in the output data. The created structure 
consists of two phases, forward and back propagation. The forward propagation 
algorithm of the model consists of six steps, and these steps are explained below. 

Step 1: For the xck cell in Hidden Layer 1, it is first essential to find the 
total value of the cell. For this, values in the range of 0-1 are randomly assigned to 
the weights between the cells. Then, in the t=0th iteration, the data coming from the 
input layer (ܺ௞) and the (Rc-1) and (Sc-1) values from the t-1 iteration are multiplied 
by their respective wxk, wuk and wpk weights. This process is formulated by Eq. (3). ݊݁ݔݐ௖௞(݇) = ෍ݓ௫௞ܺ௞ +௡

௞ୀଵ ෍ݓ௣௞ܵ௖௞ +௡
௞ୀଵ ෍ݓ௨௞ܴ௖௞௡

௞ୀଵ 																																													(3) 
The sum value is subjected to the activation function formulated in Eq. (4). 

Since there is no value coming from t-1 in the first iteration, (Rc-1) and (Sc-1) values 
are taken as zero. After the second iteration, the calculated values are taken in 
process. ݔ௖௞(݇) = ு݂൫݊݁ݔݐ௖௞(݇)൯																																																																																																	(4) 

If the activation function in the hidden layer is sigmoid;	 ு݂(ݔ) = ଵ(ଵା௘షೣ). 
 Step 2: After the values obtained from Hidden layer 1 are multiplied with 
the relevant weights (whk) and summed, the bias value (rbk) is added and 
transferred to Hidden layer 2. This process is formulated by Eq. (5).  ܴ݊݁ݐ௖௞(݇) = ෍ݓ௛௞ܺ௖௞ + ௞௡ܾݎ

௞ୀଵ 																																																																																					(5) 
The values calculated by Eq. (5) are subjected to the activation as in Eq. (6). ܴ௖௞(݇) = ு݂൫ܴ݊݁ݐ௖௞(݇)൯																																																																																																		(6) 

 
Step 3: The values acquired from Hidden Layer 2 (ܴ௖௞(݇)) and the (Nck-1) 

values from Recurrent Layer 3 from the t-1th iteration are multiplied by their (wRk) 
and (whk) weights, and Eq. (7) and (8) is implemented. ݊݁ݐ௦௞(݇) = ෍ݓோ௞ܴ௖௞ +௡

௞ୀଵ ෍ݓ௭௞ ௖ܰ௞௞
௫ୀଵ 																																																																										(7) ܵ௖௞(݇) = ு݂൫݊݁ݐ௦௞(݇)൯																																																																																																				(8) 
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is subjected to the sum and activation functions shown in Eq. (9) and (10), 
respectively. ݊݁ݐே௞(݇) = ෍ݓௌ௞ܵ௞ +௞

௫ୀଵ  (9)																																																																																									௞ܾݓ
௖ܰ௞(݇) = ு݂൫݊݁ݐே௞(݇)൯																																																																																																	(10) 

 
Step 5: Values in Hidden Layer 4 are included in Step 3 over Recurrent 

Layer 3. At the same time, Hidden Layer 4 values are multiplied by the relevant 
weights (wNk) and transferred to the output layer by subjecting them to the sum 
function. Afterwards, it is subjected to the activation process one more time. This 
process is formulated in Eq. (11) and (12). ݊݁ݐ௒௞(݇) = ෍ݓே௞ ௖ܰ௞௞

௫ୀଵ 																																																																																															(11) ܻ(݇) = ு݂൫݊݁ݐ௒௞(݇)൯																																																																																																				(12) 
 
Step 6: The values of the output layer form the result of the first forward-

directed iteration of the entire system. Firstly, the errors between the forecasted and 
actual values are calculated by the Mean Square Error Function shown in Eq. (13). ܧܵܯ = 1݊෍( ௫ܻ − (13)௡																																																																																																௫)ଶܣ

௫ୀଵ  

After the total error value is determined as a result of all training data, the 
error spreads from back to front as in the MLF-ANN model. In the 
backpropagation of the error, the weights in the Recurrent 1 and Recurrent 2 layers 
are not updated, as in the Elman networks. These processes are repeated until the 
total error reaches the desired level or the specified number of iterations. 

During the testing phase of the system, it was ensured that three data lines 
were used instead of a single data line. If a single line is used here, since there will 
be no data from Sc, Rc and Nc displayed in Figure 5, these values are taken as zero 
and as a result, success will decrease. It is important to test the proposed model 
with at least three rows of data in order to increase the success of time series 
forecasting and to make a highly accurate prediction. 

 
3. Experimental Study 
 
In the study, four different methods explained in Section 3.2 were tested 

for each model shown in Table 1. The flowchart of the algorithms is presented in 
Figure 6. In step 3 of the algorithm, the data is split into two as training and testing 
according to the K-fold 5 value. After allocated the data for training in this step, 
hyper-parameters were determined in accordance with the model used in Step 4. 
Grid search and trial-and-error methods are used, for which the values of hyper-
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Cubic
Exponential 
Gaussian

Goal 0.001 – 0.01 0.01 0.01 
Number of neurons  3-100 17 25 
Max Epoch 
Iterations 0-1000 897 945 

 
Table 4. Proposed Model Hyper-parameters 

Hyper-parameters Tested  
Hyper-parameters Range 

Best Values 

Dataset 1 Dataset 
2 

Hidden Layer 1 
Training functions 

Levenberg-Marquardt (trainlm)
Bayesian Regularization (trainbr) 
BFGS Quasi-Newton (trainbfg) 
Scaled Conjugate Gradient 
(trainscg)

trainbr trainbr 

Hidden Layer 1 
neurons 

2-20
4 4 

Hidden Layer 2 
Training functions 

Levenberg-Marquardt (trainlm)
Bayesian Regularization (trainbr) 
BFGS Quasi-Newton (trainbfg) 
Scaled Conjugate Gradient 
(trainscg)

trainbr trainbr 

Hidden Layer 2 
neurons 

2-20
3 4 

Hidden Layer 3 
Training functions 

Levenberg-Marquardt (trainlm)
Bayesian Regularization (trainbr) 
BFGS Quasi-Newton (trainbfg) 
Scaled Conjugate Gradient 
(trainscg)

trainbr trainbr 

Hidden Layer 3 
neurons 

2-20
3 3 

Goal 0.001 – 0.01 0.01 0.01 
Number of neurons 2-20 12 7 
Max Epoch 
Iterations 

0-1000
65 72 
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Table 5. RNN Hyper-parameters 

Hyper-parameters Tested Hyper-parameters Range 
Best Values 

Dataset
1

Dataset 
2 

Hidden Layer 
Number of neurons 2-20 10 7 

Training functions 

Levenberg-Marquardt (trainlm)
Bayesian Regularization (trainbr) 
BFGS Quasi-Newton (trainbfg) 
Scaled Conjugate Gradient 
(trainscg)

trainbr trainbr 

Goal 0.001 – 0.01 0.01 0.01 
Number of neurons 2-20 12 7 
Max Epoch Iterations 0-1000 65 72 

 
4. Results and Discussion  
 
Measuring the success of the model is as important as the model used in 

any artificial intelligence method. In the study, widely used metrics such as Mean 
Absolute Error (MAE), Root Mean Squared Error (RMSE), and MAPE (Mean 
Absolute Percentage Error), are used to evaluate the success of the proposed 
methods. In accordance with the K-fold 5 values, the RBFF, RNN, LSTM, and 
proposed models defined in detail in Section 3 were tested on the DJGCC and 
DJMENA dataset, and the success of the systems was calculated.  

The performance results of the system based on the error values are 
presented in Table 6. In Table 6, the lowest forecast performance was acquired 
with RBFNN in the analysis of all datasets, and as expected, the RNN-based 
methods produced good results. 

 
Table 6. Success results 

Model Prediction Model MAE MSE RMSE MAPE 

D
JG

C
C

 
(D

at
as

et
 1

) RBFNN 1.58417 18.55768 4.30786 0.01215 
RNN 0.49700 0.473258 0.68793 0.00410 
LSTM 1.24628 3.919203 1.97969 0.01052 
Proposed Model 0.20116 0.076672 0.27689 0.00168 

D
JM

E
N

A
 

(D
at

as
et

 2
) RBFNN 1.16707 8.090843 2.84444 0.00941 

RNN 0.32703 0.198354 0.44537 0.00276 
LSTM 0.95139 1.552338 1.24592 0.00831 
Proposed Model 0.22591 0.081684 0.28580 0.00193 
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The RNN method provides high forecasting performance as a result of 
being able to model well the autocorrelation link between t and t-1 in the generated 
dataset. Contrary to previous studies in the literature, lower forecasting 
performance was acquired in the LSTM method than in the RNN model. The low 
forecast performance can be attributed to the volatility of the input parameters in 
the datasets.  

The method proposed in the study is a tightly chained RNN-based method, 
as shown in Figure 7. The relationship between t and t-1 data can be modeled much 
better due to the autocorrelation of the data and thanks to the sequentially linked 
RNN structures. Therefore, this proposed structure provided the highest forecasting 
performance in the study. 

(Q3) Do the forecasting performances of the applied models differ 
regionally?  

No significant differences were found between the forecast performance of 
regional sukuk indices. Since the correlation between the DJGCC and DJMENA 
datasets is very high, the success performance does not show regional differences. 

For future work, the forecasting performance of soft computing methods 
can be compared with statistical methods such as GARCH, used for financial time 
series prediction. In addition, new models can be designed by hybridizing 
statistical and AI methods. 
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