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SEGMENTATION PROCESS OF CLIENTS’ DATABASE  
 
 

          Abstract. In order to identify and forecast the consumer’s 

behavior, it was  applied the principal components and cluster 

analysis in the segmentation process, identifying groups of clients 

with similar needs. Starting from a bank’s database of reliable clients 

using consumer loans, I emphasized the main characteristics of the 

loan applicant, reducing also the number of targeted clients, using the 

two methods of analysis. . 
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I. Introduction 

 

The high number of clients from a general market, one as financial-banking 

services, as well as the multitude of requests led to poor service coverage of a 

company regarding all possible consumers. Due to this the company needs to 

identify the market segments that could be served as efficient as possible. These 

details impose distinct buyer group identification and definition of characteristics, 

establishing main services/products advantages and bringing this information 

forward.  

Starting point in any marketing analysis represents the variable identification that 

defines the problem studied and responds best to customer needs. 

While marketing literature offers a wide range of variable groups that can be used 

in different circumstances, the multidimensional analysis offer also mathematical 

and technical ground needed for the development and solution of these studies. 
 

The current paper will show how can we gain advantage from principal 

components and cluster analysis in order to resume the available data and extract 

correct information that characterize best the potential bank client groups. 

 

II. Typology of principal components analysis 

 

Developing studies regarding consumer behavior characterization and forecast 

requires analyze of existing connections between variables, identified and selected, 

based on data analyze methods. 
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Introduced by Pearson K. [15] (1901) and developed by Hotteling [8] (1931), the 

principal components analysis is one of the oldest and most used multivariate 

technique that has as purpose the variation description of a database set through 

uncorrelated variables. The analyze follows the non-redundant split of the total 

variance of the initial space with respect to the already existing information, in a 

small number of components in order to simplify the problem in study and retain 

the needed information.  

 

For example if we want to measure the need of a bank client loan contract we 

could develop an appliance form where we could ask questions regarding activity 

sector and income level. If a high correlation between the two above questions will 

result we can consider the information as redundant.  The relationship between the 

two variables, used in the form, can be transposed in a scatter plot, where a 

regression line could describe the linear connections between variables. If we 

define a variable that can approximate the regression line then this will contain the 

largest information gained from the original variables. So, the new factor defined 

as a particular linear combination of the original variables, could be used in later 

analyses. Summarizing two correlated variables in a single factor reinforces the 

main idea of the principal components analysis. If we extend this example to a 

larger number of variables, the above stated principle remains the same. 

 

In a first dimension consisting of a n counted for variables notate x1, x2,...,xn, where 

each measurement has a vector x shape of dimension m, m representing the 

characteristics number and considering the generic ad notation w for the principal 

component, each wj coordinate is defined as:  

 

 

 

Based on a matrix, identifying the linear combination coefficients requires 

choosing the highest value out of eigenvalues of the covariance matrix and 

calculating the vector components of percents, α
1
,based on the eigenvector of 

matrix linked to its eigenvalue, Σ.  

 

Identifying the vector components lead to the Lagrange multipliers method and 

following margin issue [18]:  

      max  

         α   

SR: α
t
 
.
 α = 1 

 

The solution is one of the eigenvectors of the covariance matrix Σ, respectively the 

one associated with the eigenvalue  of the same matrix. Assuming that all n 

eigenvalues of the covariance matrix are arranged as follows ʎ1>= ʎ2>=...>=ʎn, 

the first principle component that will have the maximum variance ʎ1, results from 

                                                 
1
 α is the ad notation for coefficient vector that define linear combination for a component 
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the following linear combination w1 = (α
1
)

t
x. α vector is that eigenvector of the 

covariance matrix sigma that corresponds to the highest eigenvalue and respects 

the boundaries: 

 

(ʎ - ʎ1I)α
1
 = 0 

(α
1
)

t
α

1 
= 1 

 

The eigenvalue is the square root of the characteristically equation | ʎ - ʎI| = 0 

where I is the Unit matrix.  

 

Once identified, the matter becomes how many principal components should be 

extracted, taking into account that the principal components analysis is a method of 

variables number reduction. In theory the number of principal components is equal 

to the number of original values. The decision of stopping is related to the moment 

when only a poor variability is left, of interest being now only these linear 

combinations information significant, characterized by high variability. So the 

nature of the decision is rather arbitrarily although in theory we have some 

guidelines like Kaiser
2
 criteria, variance percentage criteria

3
, a priori principle

4
, 

screen diagram (Cattell)
5
. We can analyze a number of solutions through selecting 

a different number of factors and choosing the one that provides the best 

interpretation.  

Once identified, a low number of variables can be used as starting point for the 

cluster analysis. 

 

 

III. Typology of cluster analysis 

 
Cluster analysis follows the classification of multivariate data organized in groups, 

so that we can observe the resemblance and difference between studied cases. For 

example, in marketing research, we can use cluster analysis in order to group a 

high number of consumers regarding their needs on a market where a certain 

product exists. So, as uncontrolled recognition technique of shapes, the cluster 

analysis classifies objects while assuring a minimum variation inside classes and 

maximum one outside. Any ranking is a pure split of the studied objects based on a 

set of rules that can be studied depending of their usefulness. 

Clusters identification can be done beginning with charts analyze. As well the 

results of principal components analysis may be used.  

Regardless if we speak about agglomerative or crumbling hierarchical clustering 

techniques or about partitioned algorithms, summing up the literature regarding 

                                                 
2
 Choosing pincipal components with eigenvalues higher than 1 

3
 Selecting a number of principal components in order to reach a certatin procent from the 

total variance 
4
 The researcher orders a computer to stop after a pre-established number of factors 

5
 Diagram impling the identification of point where eigenvalues slowly decerase and lead to 

overlapping of their line with horizontal plot axe 
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cluster analysis allows three principles on which most users develop most 

applications: aggregation, optimization, models based on density functions. We 

need to underline that the number and group consistence are unknown [7, 16, 18, 

20]. 
 

Hierarchical clustering techniques, resulting from more than one merger, allow 

data grouping in a certain number of classes or clusters.  

The algorithm consists of: clusters C1, C2,…,Cn that contain only one subject; 

identifying pairs of clusters, for example Ci and Cj, and merging them; deleting Cj 

and decreasing the number of clusters until 1. If the number of clusters is equal to 1 

the algorithm stops, otherwise it returns to phase 1. Hierarchical clustering 

techniques are different with respect to the cluster distance identifying methods. 

 

The single linkage method (nearest-neighbor method) defines the similarity 

between clusters as the shortest distance from any object in one cluster to any 

object in the other. 

The complete linkage method (farthest- neighbor method) determines the cluster 

similarity based on maximum distance between observations in each cluster. 

Similarity between clusters is the smallest sphere that can enclose all observations 

in both clusters. 

Similarity of any two clusters is defined by the average linkage as the average 

similarity of all individuals in one cluster with all individuals in another. This 

method does not depend on extreme values as the above two and tends to generate 

clusters with small within-cluster variation. 

In the centroid method the similarity between two clusters is the distance between 

clusters centroids, respectively between the mean values of the observations in one 

cluster. If a new individual is added to the group, the cluster centroid changed. 

Ward’s method defines the similarity between two clusters as the sum of squares 

within the clusters summed over all variables. The purpose is to select the 

combination of clusters that minimizes the within-clusters sum of squares. 

 

All agglomerative hierarchical methods lead to only one final cluster that contains 

all subjects; even if there are more sophisticated methods that can select the 

number of clusters, the researcher is the one that has to decide the solution that 

describes the problem best. 

Different studies developed in order to point out which grouping method is more 

efficient recommend using complete linkage or group average [5].  Problems in 

agglomerative hierarchical clustering techniques are pointed out: simple linkage 

can lead to problems regarding unwanted results if between groups separate 

individuals interpose (usually these individuals are integrated in an already 

available cluster instead of creating a new one); complete linkage and group 

average tend to impose a new structure instead of using the one available; the use 

of a sum of squares measure makes this ward’s method easily distorted by outliers. 
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In nonhierarchical procedures the assignment of objects into clusters is done once 

the number of clusters is specified, without involving the treelike construction 

process. Several clustering algorithms have been proposed, as: sequential, parallel 

and optimization.  

 

The starting point of the sequential method implies including all objects within a 

prespecified distance in one selected cluster seed. Then a second cluster seed is 

selected and all objects within the prespecified distance of that seed are included 

and so on. The main disadvantage of the method is that when an observation is 

assigned to a cluster it cannot be reassigned to another cluster even if that cluster is 

more similar.  

The parallel method considers all clusters seeds simultaneously and assigns 

observations to the nearest seed.  

The optimizing procedure is similar to the sequential one, except the fact that 

allows the reassignment of the observation based of the goal of creating the most 

distinct clusters. Optimization methods may imply individuals grouping through 

numerical criteria optimization (maximization or minimization) of numeric 

principles: total dispersion, between-group or within-group dispersion. Being 

unable to examine each partition separately has led to the development of 

algorithms oriented in identification of optimal value of grouping criteria through 

rearranging existing partitions [7].  

Grouping observations with respect to cluster belonging (Scott and Symons [19]), 

re-parametrization of observations through eigenvalues decomposition (Banfield 

and Raftary [2]) are ways to express optimization criteria’s. 

 

In order to check the validity of a cluster solution, we may test the 

hypothesis that there are no groups in the population analyzed [16]. For 

example, the hypothesis could be that the population represents a single 

multivariate normal distribution, or that the observations arose from a 

uniform distribution. Also, we may randomly divide data into two subsets, 

say A and B, and carry out the cluster analysis on each A and B. The results 

should be similar if the clusters are valid.  

A particular context and the examination of strengths and weakness of each 

method may suggest which is most appropriate.  

 
IV. Development and study results 

 

In order to point out the need of usage of analysis models for principal components 

and cluster analysis in the segmentation process of consumers, we have analyzed 

the behavior, need of loans, of the bank’s customers. Starting from a database of 

clients that have requested consumer loans through the two methods of analyze we 

have followed the main characteristics of the loan consumer; the whole process is 

directed on simplifying variables that describe the loan client’s profile and 

identification of segments, considering that a narrower client identification can 
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have its benefits as well as regarding business opportunity, that would lead in 

selling a credit card, and as for reducing costs. 

 

For a number of 408 clients (good payers) that already have a personal needs loan, 

with or without warranties, we have selected a number of nine variables in order to 

describe their behavior: sex, age (in years), children number (chl_no), income as 

appliance from (income, in RON), education, loans from other banks (loan_oth), 

loan balance at 01 January 2011(loan, in RON), Region, Marital status. We 

underline that the objective of this study is to identify the profile of a customer 

interested in buying a credit card.  

Each client is identified through an unique ID. The information regarding the client 

is extracted for the form filled in when requesting a loan. 

In order to have a comprehensive approach I made the following adjustments: 

� noted the variable “sex” as “1” for male and “2” for female 

� split the levels of education in two: “1” represents university and post 

university studies, “2” represents high school and other forms of study
6
 

� the variable “loan_oth” can take values  “1” for “yes” and “2” for “no” 

� in order to have numbers also for countries I have made following 

adjustments (I have used the 8 development regions of Romania): 1 – North-East, 2 

–West, 3 –North-West, 4 – Middle, 5 – South-East, 6 – South-Muntenia, 7 – 

Bucharest-Ilfov, 8 – South-West Oltenia
7
  

� the variable “marital status”: can take “1” for “Married”, “2” for “not 

married” and “3” for “widow”. 

 

A first analyze of the existing information points out that the Region Bucharest-

Ilfov has the best percent between the number of credits and their value - in the 

graph beneath a relative low loan volume is related with a high balance, therefore 

we may find a better economical situation in this part of Romania: 

                                                 
6
 Bank practices say that level 1 includes upper studies and level 2 middle studies 

7
 North-East: Iaʎi, Botoʎani, Neamt, Suceava, Bacău, Vaslui; Vest: Arad, Carʎ-Severin, 

Hunedoara, Timiʎ; Nord-West: Bihor, Bistriʎa-Năsăud, Cluj, Maramureʎ, Satu-Mare, 

Sălaj; Middle: Alba, Sibiu, Mureʎ, Harghita, Covasna Braʎov, South-East: Vrancea, 

Galaʎi, Brăila,Tulcea, Buzău, Constanʎa, South-Muntenia: Prahova, Dâmboviʎa, Argeʎ, 

Ialomiʎa, Călăraʎi, Giurgiu, Teleorman; Bicharest-Ilfov: Bucureʎti, Ilfov; South-West 

Oltenia: Mehedinʎi, Gorj, Vâlcea, Olt, Dolj 
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Figure 1 – Loans approved on regions – January 2011 
Source: information based upon data from the bank 
 

Taking into account that the purpose of this analyze is to select these clients that 

could be possible credit card buyers, we are interested mainly in the regions that 

would require such a card. So with respect to a balance between the number of 

approved loans and their value, five Regions, North-East, West, North-West, 

South-East and South-West Muntenia, could fit our needs. 

Another aspect that could characterize the possible credit card request form is the 

number of bank’s clients that have loans granted by other banks. So, almost 39% of 

the customers have loans at other financial institutions. With respect to 

development regions its structure is like followed represented: 

 

 
Figure 2 – Clients with loans at other banks on regions – January 2011 
Source: information based upon data from the bank 

For the second time the Region Middle and Bucharest-Ilfov have the upper hand 

when speaking about customers that already have a loan contracted from another 
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financial institution, another thing that underlines a more dynamic attitude of this 

Region’s inhabitants regarding credits. 
 

Out of the bank total clients more than 61% have medium studies, fact that can be 

linked with the need to increase the revenue for current needs, but not with the 

knowledge about the banks products. The Regions Middle and Bcharest-Ilfov have 

more clients with upper studies, a fact that can represent an advantage in analyze of 

education level that lead to loan decision: 

 

 
Figure 3 – Clients structure on regions according to studies level – January 
2011 
Source: information based upon data from the bank 
 

The high percentage of clients with loans granted by other banks, living in regions 

like North-East, North-West, South-East and South-East Muntenia may point out 

an inhabitant’s need of finding different sources of financing their daily spendings. 
 

So, as a first conclusion we may split our selected regions in two categories: 

� In North-East, West, North-East, South-East and South-West Muntenia 

customers may prefer to take a new loan, under the restriction of being able to 

comply with bank’s requires regarding levels of incomes  

� In the Middle and in Bucharest – Ilfov region, clients may be more 

selective in taking a decision linked to evolving in a new credit contract. 

 

Further on in the study, over the clients’ date base I applied principal components 

analysis typology.  

 

The idea of using quantitative, numerical data in principal components and cluster 

analysis may be pointed out. Everitt and Dunn show that analyzing qualitative data 

through these techniques may reveal some differences in the correlation matrix and 

in the estimated factor loadings in comparison with the results obtained based on 
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the methods proper for continuous variable; although the interpretation of factors 

in each case would be similar
8
. 

 

Having as support Statistical Analysis System (SAS) /www.sas.com/, in the first 

step of analysis, a series of statistical information about mean and standard 

deviation of variable were obtained. An average age of 36 years old of personal 

need loan owners and an average value of income, as it was recorded in the client’s 

credit request, of 1,151 lei, lower than the nominal average salary for January, of 

1,424 lei
9
 were observed. So, it is shown that, in most cases, the bank’s client, loan 

owner, is a person with incomes lower than the economy average, fact that consists 

in a first aspect about consumer profile.  
 

In the next output given by the program, through the uncorrected with the mean 

correlation matrix, some high correlation coefficients could be pointed out: 

between Education and Age (0.9521) or between Age and Loans granted by other 

banks (0.9484) or between Education and Loans granted by other banks (0.9209). 

Not analyzing all the variables, consequence due to the correlation between them, 

may imply some false assumptions accordingly to factor interpretation. 

Using the percentage of total variation criteria as way of factors extraction, the 

study shown that the first two principal components sum up to 86% of information 

contained by the identified variables, while the first three components contain up to 

93% from the initial value. Taking into account the purpose of the principle 

components analyze, we may say that the initial nine variables could be 

represented as two with a loss of information of 14%. Having so the principal 

components determined one may calculate the nine eigenvectors of correlation 

matrix. 

 

According the mathematical model mentioned above, the principal components can 

be written as a linear combination of original variables: 

 

Prin1 = 0.3657*Sex + 0.3811*Age + 0.2534*Chl_no + 0.2982*Income + 

0.3653*Education + 0.3686*Loan_oth + 0.2132*Balance + 0.3550*Region + 

0.3552*Marital_status 

Prin2 = -0.1635*Sex – 0.1305*Age + 0.1609*Chl_no + 0.5244*Income – 

0.2033*Education – 0.1759*Loan_oth + 0.7337*Balance - 0.1237*Region - 

0.1711*Marital_status 

 

One may notice that the second principal component is linked with loan balance at 

the time in question, fact that may point out that this can be interpreted as 

reflecting actual debt of clients. Also, we may define the first variable as an 

indicator of client’s social status. 

                                                 
8
 Everitt Brian S., Dunn Graham, “Applied Multivariate Data Analysis”, second edition, 

John Wiley & Sons ltd, 2001, page 286 
9
 Data supplied by the National Institute of statistical Analyze 
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Reducing the frame dimensions allows the subjects representation (bank 

customers) based upon two axles. Therefore the institution may use the new 

variables in order to analyze the customer behavior regarding the availability to 

contract a credit card. 
 

Once identified a lower number of synthetically factors that represent, on a base of 

accepted loss of information, the characteristics of the initial dimension, we may 

focus upon grouping clients through cluster analysis. This action is interpreted 

towards possible group selection in order to gain smaller groups that would allow a 

certain marketing strategy. 
 

Using the results from the previous analysis, on each development region, I applied 

cluster analysis, using Ward method and SAS Software. Having as variables the 

number of children1
10

 and loan balance, following cluster grouping, we may 

reduce the number of clients to be taken into account for a selling campaign of a 

credit card to 39 in the South-East Region from 42, for example. Using same way 

of thinking for all other regions we may reduce the database as follows: for North-

East to 40 clients, West to 47, for North-West to 38, Middle 55, South-Muntenia 

70 and for South-Oltenia 24. We may observe that for Bucharest-Ilfov due to high 

homogeneity such a process is not allowed. 

Therefore we may use a marketing strategy that will have as target 314 clients, 

with 23% less than initial, identified through cluster analysis with respect to two 

variables. 

 

V. Summary and conclusions 
 

The use of information about customers, only when a certain product is requested, 

without being included in a centralized system, system able to offer the opportunity 

for each division to access and capitalize the data, makes difficult to develop an 

integrated image of clients and of their profile. A proper knowledge of client’s 

needs and expectations is the base for a successful communication.  
 

Principal components analysis, through data summary under a minimum lost of 

information; helps reduce data dimensions, base for simplifying further analysis. 

Summarizing the information obtained through the study developed, we can 

observe that the first two principal components assure a total of about 80% of the 

initial information. Also, starting from retaining the first two principal components 

in managing the client’s data base and analyzing their coefficients, we may select 

as first variable number of children and loan balance in order to create the typology 

of a potential client interested in a credit card. 
 

                                                 
10

 Different solutions shown that  variable Chl_does not provide better interpretation 

compare to the variable Age, both reflecting client’s social status. 
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Even if the higher homogeneous character of the database may be considered as a 

flow of the developed study, the use of the cluster analysis determined the 

diminution of potential clients, based on the output of the principal component 

analysis. Also, based on the dendrograms of each region, the institution may 

develop the analysis to the grouping and selection of clients the best suitable to 

cost and time restrictions imposed to the company. 
 

In conclusion, the bank may reduce the targeted client number with up to 23% 

accordingly the study results.  

Also, a potential client interested in buying a credit card lives in North-East, West, 

North-West, South-East or South-West Muntenia Region, is around 36 years old, 

with an income lower than the economy average wage and has already other loans. 
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